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ill-formed queries

Spelling Error CorrectionWord StemmingWords to be stemmed: 
data mine data mining

Misspelled words: 
sytem number system number

Query 
Refinement

Word Splitting Word MergingMistakenly merged words: 
k k

Mistakenly split words: 
li  liRefinementnypark ny park on line game  online game

Phrase SegmentationAcronym Expansion Phrase to be quoted: 
the office show  “the office” show

Acronym to be Expanded: 
nfs need for speed



Previous WorkPrevious Work

Q R fi• Query Refinement:
– Spelling error correction:

• [1] Exploring distributional similarity based query spelling correction (Li et al. ACL ’06)
• [2] Spelling correction as an iterative process that exploits the collective knowledge of 

web users (Cucerzan et al. EMNLP ‘04)
• [3] Learning a spelling error model from search query logs (Ahmad et al. EMNLP ‘05)
• [4] Improving query spelling correction using web search results (Chen et al EMNLP• [4] Improving query spelling correction using web search results (Chen et al. EMNLP 

‘07)

– Word stemming:
• [5] Context sensitive stemming stemming for web search (Peng et al. SIGIR ‘07)

Separate Tasks

Generative Models

A unified framework

Discriminative Model
Our GoalExisting

[ ] g g ( g )

– Query segmentation:
• [6] Query segmentation for web search (Risvik et al. WWW ‘03)
• [7] Learning noun phrase query segmentation (Bergsma et al. EMNLP ‘07)[ ] g p q y g ( g )

Work Task Approach
[1][2][3] spelling correction generative

[1][3] spelling correction discriminative

[5] word stemming generative

[6] phrase segmentation generative

[7] phrase segmentation discriminative
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Why unified framework?

Incorporate different  tasks easily

Cascaded Model ?
Why unified framework?
 Various query refinement tasks

Address tasks simultaneously to boost accuracy

 Mutual dependencies between tasks Ignore the dependencies between the tasks

Accumulate errors through the processes

A case of Query Refinement

on machin learnPapers

Spelling error word

Original:

on “machine learning”Papers

correction stemming

Refined:

Phrase
segmentation
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Wh di i i ti d l?

Enjoy all the merits of discriminative learning

 By nature a structured prediction problem

Why discriminative model?

Enjoy all the merits of discriminative learning

A direct application of existing models would not work

Conditional Random Fields for Query Refinement (CRF-QR)
A case of Query Refinement

on machin learnPapers

Spelling error word

Original:

on “machine learning”Papers

correction stemming

Refined:

Phrase
segmentation
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Our ApproachOur Approach

A case of Query Refinement

hi lPO i i l on machin learnPapers

Spelling error
correction

word
stemming

Original:

on “machine learning”Papers

correction stemming

Refined:

Phrase
segmentation

Structured Prediction problem



Conventional CRFConventional CRF

th li 3 b k thi kthe online paper mp3 book think
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Space of y

yi-1 yi yi+1

Refined query words
Conditional Probability Model

Conventional CRF
Learning is Intractable !

Refined query words

x x x
Query words
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CRF-QR Basic ModelCRF-QR Basic Model

oi-1 oi oi+1

yi-1 yi yi+1

xi-1 xi xi+1

Introducing Refinement Operationsg p



Refinement OperationsRefinement Operations

T k O ti D i tiTask Operation Description

Spelling  Error 

Deletion Delete a letter in the word

Insertion Insert a letter into the wordp g
Correction Substitution Replace a letter in the word with another letter

Transposition Switch two letters in the word

Word Splitting Splitting Split one word into two wordsWord Splitting Splitting Split one word into two words

Word Merging Merging Merge two words into one word

Begin Mark a word as beginning of phrase

Middl M k d iddl f hPhrase 
Segmentation

Middle Mark a word as middle of phrase

End Mark a word as end of phrase 

Out Mark a word as out of phrase

Word Stemming

+s/-s Add or Remove suffix `-s'

+ed/-ed Add or Remove suffix `-ed'

+ing/-ing Add or Remove suffix `-ing'g g g

Acronym Expansion Expansion Expand acronym



Conditional FunctionConditional Function

y y y

oi-1 oi oi+1

yi-1 yi yi+1

Conditional Function

Potential Function

xi-1 xi xi+1

Potential Function

Basic CRF-QR model



Function of OperationsFunction of Operations

lean walk machined super soccer machining datalean walk machined super soccer machining data

the learning paper mp3 book think macin

machina lyrics learned machi new pc com lear

clearn

… … … … … … …

y p

harry machine journal university net blearn course

… …
Learning becomes efficient!
y

operations operations

Insertion+edDeletion +ing Insertion+ed Deletion +ing

machin learn

operations operations

x

1. o constrains the mapping from x's to y's (Reduce Space)
2. o indexes the mapping from x's to y's (Common Property)



Learning and PredictionLearning and Prediction

• Learning:
– Labeled data (x, y, o)

Maximize the regularized log likelihood function– Maximize the regularized log-likelihood function

– Quasi-Newton Method
– Global optimal is guaranteedp g

• Prediction:
– Viterbi algorithm 



FeaturesFeatures

yi 1 yi yi+1

oi-1 oi oi+1

Feature Type 1: yi-1 yi yi+1yp

x x xxi-1 xi xi+1
Feature Type 2:

Lexicon-based feature Word-based feature Query-based feature

Position-based feature Corpus-based feature



CRF-QR Extended modelCRF-QR Extended model

multiple refinement tasks needed
Basic

book booking

Original Query Expected Query

hotel bopk hotel booking

hotel book yi-1 yi yi+1

book

book

bookinghotel bopk hotel booking

hotel book 

bopk

Extended

xi-1 xi xi+1
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Experimental ResultExperimental Result

• Data Set
– Random select 10,000 queries
– Average length: 2 8 wordsAverage length: 2.8 words
– Four human annotators
– Four refinement types:

• Spelling error correction
• Word merging
• Word splittingp g
• Phrase segmentation

– Training 7000 Testing 3000



Baseline MethodBaseline Method

C d d h• Cascaded approach
– Build one sub-model for each task
– Same structure and feature set for each sub-model
– Sequentially connect the sub-models in different orders

• Generative approach
S h l d l f lli ti d litti d– Source channel model for spelling error correction, word splitting and 
word merging

• Channel model: Assume equal translation probabilities

Word Merging

Word SplittingWord Splitting

Spelling Error Correction Word Splitting

Spelling Error Correction
• Source model: Language probabilities

– Mutual Information for phrase segmentation (cf. [5])Spelling Error CorrectionWord Merging Word Merging …

Phrase SegmentationPhrase Segmentation Phrase Segmentation



Experiment on Query RefinementExperiment on Query Refinement

Comparisons between CRF-QR and Baselines on Query 
Refinement at Query level (%)

Relative Improvement: F1 Score 2.26%  Accuracy 1.21%



Cont’Cont

Comparisons between CRF-QR and Baselines on Query Refinement Tasks (%)

CRF QR performs best!CRF-QR performs best!



Case StudyCase Study

• Why CRF-QR can outperform the Baseline methods?
– Cascaded approach suffers from the neglect of mutual 

dependencies between tasksdependencies between tasks
• E.g. nypark hitel ny “park hotel”

– Cascaded approach accumulate errors
• E.g.  bankin las vegas banking “las vegas” (bank in “las vegas”) 

– Generative approach produces more incorrect results
• E g pick up stix pick up six door to door “door to” door• E.g. pick up stix pick up six    door to door  door to  door



Error AnalysisError Analysis

( ) f f• (1) Errors were mainly made by one of the refinement tasks 
– E.g. parnell roberts pernell roberts
– Adding new featuresAdding new features
– Increasing data size for language model training

• (2) Competition between refinement tasks
– E.g. skate board dudes  “skate board” dudes (skateboard dudes)
– Adding new features
– Increasing training data sizeIncreasing training data size

• (3) Some queries were difficult to refine even for humans
– E.g. ohio buckeye card  “ohio buckeye” card (ohio “buckeye card”)



Experiment on Relevance SearchExperiment on Relevance Search

M NDCG

Results on Relevance Search with Entire Query Set (NDCG@3)

Measure: NDCG

Results on Relevance Search with Refined Queries (NDCG@3)
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Results on Relevance Search by Query Refinement Tasks (NDCG@3)
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ConclusionConclusion

Q R fi• Query Refinement
– Automatically reformulate ill-formed queries 
– Better represent users’ search needsp

• CRF-QR model
– Unified

Di i i ti– Discriminative
• Experimental results

– Query RefinementQ y
– Relevance Search
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