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Abstract—Ranking is an important problem in various applications, such as Information Retrieval (IR), natural language processing,

computational biology, and social sciences. Many ranking approaches have been proposed to rank objects according to their degrees

of relevance or importance. Beyond these two goals, diversity has also been recognized as a crucial criterion in ranking. Top ranked

results are expected to convey as little redundant information as possible, and cover as many aspects as possible. However, existing

ranking approaches either take no account of diversity, or handle it separately with some heuristics. In this paper, we introduce a novel

approach, Manifold Ranking with Sink Points (MRSPs), to address diversity as well as relevance and importance in ranking.

Specifically, our approach uses a manifold ranking process over the data manifold, which can naturally find the most relevant and

important data objects. Meanwhile, by turning ranked objects into sink points on data manifold, we can effectively prevent redundant

objects from receiving a high rank. MRSP not only shows a nice convergence property, but also has an interesting and satisfying

optimization explanation. We applied MRSP on two application tasks, update summarization and query recommendation, where

diversity is of great concern in ranking. Experimental results on both tasks present a strong empirical performance of MRSP as

compared to existing ranking approaches.

Index Terms—Diversity in ranking, manifold ranking with sink points, update summarization, query recommendation

Ç

1 INTRODUCTION

RANKING has abundant applications in information retrie-
val (IR), data mining, and natural language processing.

In many real scenarios, the ranking problem is defined as
follows: given a group of data objects, a ranking model
(function) sorts the objects in the group according to their
degrees of relevance, importance, or preferences [15]. For
example, in IR, the “group” corresponds to a query, and
“objects” correspond to documents associated with the
query. However, a mass of relevant objects may contain
highly redundant, even duplicated information, which is
undesirable for users. Furthermore, the user’s needs might be
multifaceted or ambiguous. The redundance in top ranked
results will reduce the chance to satisfy different users. For
example, given a query “zeppelin,” if the top ranked search
results were all similar articles about the “Zeppelin iPod
speaker,” it would be a waste of the output space and largely
degrade users’ search experience even though the results are
all highly relevant to the query. Obviously, such top ranked
results would not satisfy the users who want to know about
the rigid airship “Zeppelin” or the rock band “Zeppelin.”
Thus, it is important to reduce redundancy in these top
search results.

Therefore, beyond relevance and importance, diversity

has also been recognized as a crucial criterion in ranking.

Top ranked results are expected to convey as little redundant
information as possible, and cover as many aspects as
possible. In this way, we are able to minimize the risk that the
information need of the user will not be satisfied. Many real
application tasks demand diversity in ranking. For example,
in query recommendation, the recommended queries should
capture different query intents of different users. In text
summarization, candidate sentences of a summary are
expected to be less redundant and cover different aspects
of information delivered by the document. In e-commerce, a
list of relevant but distinctive products is useful for users to
browse and make a purchase.

The issue of diversity in ranking has been widely studied
recently. Researchers from various domains have proposed
many approaches to address this problem, such as Max-
imum Marginal Relevance (MMR) [6], subtopic diversity
[33], [27], cluster-based centroids selecting [24], categoriza-
tion-based approach [1], and many other redundancy
penalty approaches [34], [17], [30]. However, these methods
often treat relevance and diversity separately in the ranking
algorithm, sometimes with additional heuristic procedures.

In this paper, we propose a novel approach, named
Manifold Ranking with Sink Points (MRSP), to address
diversity as well as relevance and importance in a unified
way. Specifically, our approach uses a manifold ranking
process [36], [37] over data manifold, which can help find the
most relevant and important data objects. Meanwhile, we
introduce into the manifold sink points, which are objects
whose ranking scores are fixed at the minimum score (zero in
our case) during the manifold ranking process. This way, the
ranking scores of other objects close to the sink points (i.e.,
objects sharing similar information with the sink points) will
be naturally penalized during the ranking process based on
the intrinsic manifold. By turning ranked objects into sink
points in the data manifold, we can effectively prevent
redundant objects from receiving a high rank. As a result, we
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can capture diversity as well as relevance and importance
during the ranking process. Our proposed approach MRSP
has not only a nice convergence property, but also a satisfying
optimization explanation.

We applied MRSP to two application tasks, update
summarization [10] and query recommendation [39].
Update summarization aims to summarize up-to-date
information contained in the new document set given a
past document set. The task of query recommendation is to
provide alternative queries to help users search and also
improve the usability of search engines. In both tasks,
diversity is of great concern.

We conducted extensive experiments on the above two
tasks. Experiments on update summarization were con-
ducted based on the benchmark data sets of TAC1 2008 and
TAC 2009. The ROUGE2 evaluation results show that our
approach can achieve comparable performance to the best
performing systems in TAC and outperform other baseline
methods. Experiments on query recommendation were
conducted based on the data set of Microsoft 2006 RFP.3

Empirical results also demonstrate that our approach is
effective in generating highly diverse and highly relevant
query recommendations.

The rest of the paper is organized as follows. Section 2
discusses some background and related work. Section 3
describes our approach in detail. Sections 4 and 5 present
algorithms and results on update summarization and query
recommendation, respectively. The conclusion is made in
Section 6.

2 RELATED WORK

2.1 Ranking on Data Manifolds

Ranking on data manifolds is proposed by Zhou et al. [37].

In their approach, data objects are assumed to be points
sampled from a low-dimensional manifold embedded in a

high-dimensional euclidean space (ambient space). Here-

after, object and point will not be discriminated unless
otherwise specified. Manifold ranking is then to rank the

data points with respect to the intrinsic global manifold

structure [28], [26] given a set of query points.
The manifold ranking algorithm is proposed based on

the following two key assumptions: 1) nearby data are

likely to have close ranking scores; and 2) data on the same

structure are likely to have close ranking scores. An
intuitive description of the ranking algorithm is described

as follows: a weighted network is constructed first, where
nodes represent all the data and query points, and an edge

is put between two nodes if they are “close.” Query nodes

are then initiated with a positive ranking score, while the
nodes to be ranked are assigned with a zero initial score. All

the nodes then propagate their ranking scores to their
neighbors via the weighted network. The propagation

process is repeated until a global stable state is achieved,

and all the nodes except the queries are ranked according to
their final scores. The detailed ranking algorithm can be

found in [37].

Manifold ranking gives high ranks to nodes that are close
to the queries on the manifold (which reflects high
relevance) and that have strong centrality (which reflects
high importance). Therefore, relevance and importance are
well balanced in manifold ranking, similar to Personalized
PageRank [12]. However, diversity is not considered in
manifold ranking.

2.2 Diversity in Ranking

Beyond relevance and importance, diversity has also been
recognized as a crucial criterion in ranking recently [24], [33],
[34], [17], [30]. Among the existing work, a well-known
approach on introducing diversity in ranking is MMR [6],
which constructs a ranking metric combining the criteria of
relevance and diversity, but leaving importance unconsid-
ered. Grasshopper [38] addresses the problem by applying
an absorbing random walk, but it has to leverage two
different metrics to generate a diverse ranking list. Another
work is DivRank [20], which uses a vertex-reinforced random
walk to introduce the rich-get-richer mechanism for diver-
sity. However, topic relevance is not taken into account in
this model. To the best of our knowledge, the challenge of
addressing relevance, importance and diversity simulta-
neously in a unified way is still far from being well resolved.

In [10] and [39], we introduced a novel MRSP algorithm to
achieve diversity in ranking in a couple of applications. In
this paper, we further extend our research work on MRSP in
the following ways. First, we verify that our ranking
approach is optimal under the constraints of sink points,
local and global consistency. Second, we describe how to
reduce the computational cost of the MRSP algorithm.
Finally, we conduct extensive experimental analysis to
justify the effectiveness and efficiency of our approach.

2.3 Update Summarization

Update summarization is a temporal extension of topic-
focused multidocument summarization [23], [31], [35], by
focusing on summarizing up-to-date information contained
in the new document set given a past document set. There are
mainly two kinds of approaches for update summarization,
one is abstractive summarization [25], [14], in which some
deep natural language processing techniques are leveraged
to compress sentences or to reorganize phrases to produce a
summary of the text. Another one is extractive summariza-
tion [19], [11], [22]. In the extractive approach, update
summarization is reduced to a sentence ranking problem,
which composes a summary by extracting the most
representative sentences from target document set. There
are four goals that update summarization aims to achieve:

. Relevance. The summary must stick to the topic users
are interested in.

. Importance. The summary has to neglect trivial
content and keep as much important information
as possible.

. Diversity. The summary should contain less redun-
dant information and cover as many aspects as
possible about the topic.

. Novelty. The summary needs to focus on the new
information conveyed by the later data set as
compared with the earlier one under that topic.
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Technically, novelty can be considered as a special kind of
diversity since it focuses on the difference between
sentences of new documents and those of earlier docu-
ments, while diversity focuses on the difference between
sentences selected already and those to be selected next.

Many approaches have been proposed for update
summarization [2], [5], [17], [29]. Boudin et al. [5] described
a scalable sentence scoring method, SMMR derived from
MMR, where candidate sentences were selected according to
a combined criterion of query relevance and sentence
dissimilarity. However, neither MMR nor SMMR took the
criterion of importance into consideration. Wan [29] pre-
sented the TimedTextRank algorithm, a PageRank variation
with a time factor, to select new and important sentences for
update summarization. They achieved diversity through an
additional penalty step based on cosine similarity measure-
ment. Li et al. [17] presented a reinforcement ranking
strategy PNR2 to capture novelty for update summariza-
tion. They also penalized redundancy in a similar way as
[29] to encourage diversity. It is hard to address the four
goals of update summarization in a unified way.

2.4 Query Recommendation

Query recommendation aims to provide alternative queries
to help users search and also improve the usability of search
engines. It has been employed as a core utility by many
industrial search engines. Most of the work on query
recommendation focuses on measures of query similarity,
where query log data has been widely used in these
approaches. For example, Beeferman and Berger [3] applied
agglomerative clustering to the click-through bipartite graph
to identify related queries for recommendation. Wen et al.
[32] proposed to combine both user click-through data and
query content information to determine query similarity.

As we can see, most previous work only focuses on the
relevance of recommendations, but does not explicitly
address the problem of diversity. Mei et al. [21] tackled
this problem using a hitting time approach based on the
Query-URL bipartite graph. Their approach can recom-
mend more diverse queries by boosting long tail queries.
However, long tail queries recommended to users may not
be familiar to them, and experimental results [39] show that
their approach can sacrifice relevance considerably when
improving the diversity.

3 MANIFOLD RANKING WITH SINK POINTS

3.1 Main Idea

In this paper, we propose a novel approach MRSP to
address diversity as well as relevance and importance in
ranking in a unified way. Specifically, MRSP assumes all the
data and query objects are points sampled from a low-
dimensional manifold and leverages a manifold ranking
process [36], [37] to address relevance and importance.

Meanwhile, to address the diversity in ranking, we first
introduce the concept of sink points into the data manifold.
The sink points are data objects whose ranking scores are
fixed at the minimum score (zero in our case) during the
ranking process. Hence, the sink points will never spread
any ranking score to their neighbors. Intuitively, we can
imagine the sink points as the “black holes” on the

manifold, where ranking scores spreading to them will be
absorbed and no ranking scores would escape from them.

Our overall algorithm follows an iterative structure. At
each iteration, we use manifold ranking to find one or more
most relevant points. Then, we turn the ranked points into
sink points, update scores, and repeat. By turning ranked
objects into sink points on data manifold, we can effectively
prevent redundant objects from receiving a high rank. Note
here that the key idea of MRSP is similar to absorbing
random walk [38]. However, absorbing random walk does
not have the manifold assumption and it uses two different
measures, stationary distribution and expected number of visits
before absorption, to select the top ranked object and the
remaining objects. This is largely different from MRSP
where all the objects are ranked and selected using one
consistent measure (i.e., the ranking score) based on the
intrinsic manifold structure.

3.2 An Illustrative example

We illustrate the proposed MRSP algorithm based on an
example to show how it works. We created a data set with
100 points as shown in Fig. 1a. There are roughly three
groups with different densities. We then connected any two
points with the euclidean Distance less than a threshold to
form a manifold structure as shown in Fig. 1b. Besides, we
randomly selected one data point as a given query, denoted
by x0. We ran the MRSP algorithm over the toy data under
different conditions to obtain a series of results as shown in
Fig. 1c, 1d, 1e, and 1f, where the vertical axis denotes the
ranking score in log scale.

Fig. 1c shows the results when there is no prior preference
on any data point (i.e., set yi ¼ 1=100 for each point xi). This
way, the stationary distribution of ranking scores reflects the
importance of each point (similar to PageRank). By taking x0

into account (i.e., set y0 ¼ 1 for point x0 and yi ¼ 0
otherwise), we obtain a distribution of ranking scores in
Fig. 1d. We can then rank the points by their ranking scores,
and the top list would be dominated by points from the right
group in Fig. 1d. This helps us select relevant and important
points given query x0. Note that in both of the previous two
cases, MRSP degrades to the traditional manifold ranking
since there are no sink points.

We then selected the top ranked point x1 (i.e., the most
relevant and important point in the right group given x0),
turned it into a sink point, and ran our MRSP algorithm
again. We obtained the results in Fig. 1e. As we can see, by
turning x1 into a sink point, our algorithm can well penalize
the points close to it in the right group. Thus, points in the
middle group were boosted up. Similarly, if we turn the new
top ranked point x2 into a sink point, we will penalize its
nearby points in the middle group and make the points in the
left group surface, as shown in Fig. 1f. These results show that
sink points can work well in the ranking process to penalize
nearby points based on the intrinsic manifold structure, and
MRSP can address diversity as well as relevance and
importance in a unified fashion.

3.3 The Algorithm and Its Convergence

We now describe our MRSP algorithm in detail. Let � ¼
�q [ �s [ �r � IRm denote a set of data points over the
manifold, where �q ¼ fx1; . . . ; xqg denotes a set of query

CHENG ET AL.: RANKING ON DATA MANIFOLD WITH SINK POINTS 179

Authorized licensed use limited to: INSTITUTE OF COMPUTING TECHNOLOGY CAS. Downloaded on June 06,2022 at 12:56:12 UTC from IEEE Xplore.  Restrictions apply. 



points, �s ¼ fx1; . . . ; xsg denotes a set of sink points, and
�r ¼ fx1; . . . ; xrg denotes the set of points to be ranked,
called free points. Let f : �! R denote a ranking function
which assigns a ranking score fi to each point xi. We can
view f as a vector f ¼ ½f1; . . . ; fN �T , where N ¼ q þ sþ r.
We also define a vector y ¼ ½y1; . . . ; yN �T , in which yi ¼ 1 if
xi is a query, and yi ¼ 0 otherwise. Suppose only top-K
ranked data points are needed to be diversified, the MRSP
algorithm works as follows:

1. Initialize the set of sink points �s as empty.
2. Form the affinity matrix W for the data manifold,

where Wij ¼ simðxi; xjÞ if there is an edge linking xi
and xj. Note that simðxi; xjÞ is the similarity between
objects xi and xj.

3. Symmetrically normalize W as S ¼ D�1=2WD�1=2 in
which D is a diagonal matrix with its ði; iÞ-element
equal to the sum of the ith row of W .

4. Repeat the following steps if j�sj < K:

a. Iterate fðtþ 1Þ ¼ �SIffðtÞ þ ð1� �Þy until con-
vergence, where 0 � � < 1, and If is an
indicator matrix which is a diagonal matrix
with its ði; iÞ-element equal to 0 if xi 2 �s and 1
otherwise.

b. Let f�i denote the limit of the sequence ffiðtÞg.
Rank points xi 2 �r according to their ranking
scores f�i (largest ranked first).

c. Pick the top ranked point xm. Turn xm into a
new sink point by moving it from �r to �s.

5. Return the sink points in the order that they were
selected into �s from �r.

As we can see, the major difference between MRSP and
the traditional manifold ranking algorithm is the introduc-
tion of sink points, which in turn affect the ranking process
as shown in step 4ðaÞ-ðcÞ. In step 4ðaÞ, an indicator matrix If
is used to fix the ranking scores of sink points at zero. As a
result, the sink points will not spread any ranking score to
their neighbors. We show that the new algorithm with the
indicator matrix still achieves convergence.

Theorem 1. For any fixed sink point set �s and hence fixed If ,
the sequence ffðtÞg in step 3(a) converges to

f� ¼ ð1� �ÞðI � �SIfÞ�1y: ð1Þ

Proof. According to the iteration equation, for t 2 NN,

fðtþ 1Þ ¼ �SIffðtÞ þ ð1� �Þy:

We have

fðtÞ ¼ ð�SIfÞt�1fð0Þ þ ð1� �Þ
Xt�1

i¼0

ð�SIfÞiy: ð2Þ

Let ~P ¼ D�1WIf , ~P is the similarity transformation of
SIf as follows:

SIf ¼ D1=2D�1WD�1=2D1=2IfD
�1=2

¼ D1=2D�1WIfD
�1=2

¼ D1=2 ~PD�1=2:

Hence, ~P and SIf have the same eigenvalues.
Note that j ~Piij ¼ 0, according to the Gershgorin circle

theorem, we have
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points x1 and x2.
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j�j �
X
j 6¼i
j ~Pijj � 1;

where � is the largest eigenvalue of ~P . Therefore, all the
eigenvalues of SIf are no more than 1.

Since 0 � � < 1, and any eigenvalue of SIf is no more
than 1, we have

lim
t!1

�SIf
� �t¼ 0;

and

lim
t!1

Xt�1

i¼0

�SIf
� �i¼ I � �SIf

� ��1
:

Hence, from (2), we have

f� ¼ ð1� �ÞðI � �SIfÞ�1y:

tu

We can use this closed form to compute the ranking
scores of sentences directly. In large-scale real-world
problems, however, an iterative algorithm is preferred for
computational reasons.

Since we mainly concern about the ranking scores of the
free points, we can further simplify the calculation in MRSP
algorithm. The original normalized matrix S in step 2 can be
reorganized as a block matrix

S ¼ S11 S12

S21 S22

� �
; ð3Þ

where S11 records the relationships between sink points and
S22 records the relationships between all the query points
and free points. The iteration equation in algorithm step 4(a)
can then be written as

f1

f2

� �
tþ1

¼ �
S11 S12

S21 S22

� �
0 0

0 I2

� �
f1

f2

� �
t

þ ð1� �Þ
y1

y2

� �

¼ �
0 S12

0 S22

� �
f1

f2

� �
t

þ ð1� �Þ
y1

y2

� �
;

where I2 is an identity matrix, f1 and f2 denote the ranking
scores of the sink points and others, respectively, and y1 and
y2 denote the prior on the sink points and others,
respectively. Since we only care about the ranking scores
of the free points, we only need to compute f2 with the
iteration equation

f2ðtþ 1Þ ¼ �S22f2ðtÞ þ ð1� �Þy2:

We then have

Theorem 2. The sequence {f2ðtÞ} converges to

f�2 ¼ ð1� �ÞðI � �S22Þ�1y2: ð4Þ

3.4 An Optimization Explanation

Our MRSP algorithm also has an interesting optimization
explanation, based on a regularization framework for the
above algorithm. Let � be the regularization parameter, and
� be a vector of indicators (�i ¼ 0 if xi is a sink point and 1
otherwise), the cost function associated with the ranking
score vector f is

QðfÞ ¼ 1

2

Xn
i;j¼1

wij
�iffiffiffiffiffiffiffi
Dii

p fi �
�jffiffiffiffiffiffiffi
Djj

p fj

�����
�����

2

þ�
Xn
i¼1

k�ifi � yik2

0
@

1
A

¼ 1

2

Xn
i;j¼1

wij
�2
i

Dii
f2
i þ

�2
j

Djj
f2
j � 2

�i�jffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DiiDjj

p fifj

 ! 

þ�
Xn
i¼1

�
�2
i f

2
i þ �2

i y
2
i � 2�ifiyi

�!
:

The first term of the right-hand side in the cost function is the
smoothness constraint, which means that a good ranking
function should not change too much between nearby
points. The second term is the fitting constraint, which means
a good ranking function should not change too much from
the initial prior assignment. The tradeoff between these two
competing constraints is captured by a positive regulariza-
tion parameter �. Note that the fitting constraint contains
sink points as well as free points.

Since Dii ¼
P

j wij, we have

QðfÞ ¼ 1

2

X
i

�2
i f

2
i þ

X
j

�2
j f

2
j � 2

X
i;j

wij
�i�jffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DiiDjj

p fifj

 

þ�
Xn
i¼1

�
�2
i f

2
i þ �2

i y
2
i � 2�ifiyi

�!

¼ ðIffÞT ðI � SÞIff þ �ðIff � yÞT ðIff � yÞ:

The optimal solution of f then can be obtained by
minimizing the cost function QðfÞ

f� ¼ arg min
f2F
QðfÞ:

Differentiating QðfÞ with respect to f , we have

@Q
@f
jf¼f� ¼ 2IfðI � SÞIff� þ 2�IfðIff� � yÞ ¼ 0

which leads to

Iff
� � IfSIff� þ �Iff� � �Ify ¼ 0

If ½ð1þ �ÞI � SIf �f� ¼ �Ify:

Let � ¼ 1=ð1þ �Þ; � ¼ �=ð1þ �Þ, we get

IfðI � �SIfÞf� ¼ �Ify
O O

O I2

� �
I1 O

O I2

� �
� �

S11 S12

S21 S22

� �
O O

O I2

� �� 	
f�1
f�2

� �

¼ �
O O

O I2

� �
y1

y2

� �
;

which leads to

O O
O I2 � �S22

� �
f�1
f�2

� �
¼ � O

y2

� �
;

from which we get

f�2 ¼ �ðI � �S22Þ�1y2;

which is exactly the closed form of ranking function for free
points as shown in (4).
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3.5 Computational Refinement

Thanks to the sink points we introduced, the ranking

problem in MRSP can be recognized as a Dirichlet problem.

Therefore, the computational efficiency of MRSP can be

further improved.
Given

fðtþ 1Þ ¼ �SIffðtÞ þ ð1� �Þy;

and its convergence property, we have the form below as

it converges:

f� � �SIff� ¼ ð1� �Þy:

The equation above can be transformed into

ðIs þ IfÞf� � �SIff� ¼ ð1� �Þy
ðI � �SÞIff� ¼ ð1� �Þy� Isf�;

where Is þ If ¼ I. Let � ¼ ðI � �SÞ�1. We have

Iff
� ¼ ð1� �Þ�y� �Isf

�:

If we use the block matrix form of S in (3) and define the

corresponding block matrix of �

� ¼ �11 �12

�21 �22

� �
;

we have

0

f�2

� �
¼ ð1� �Þ

�11 �12

�21 �22

� �
y1

y2

� �
�

�11 �12

�21 �22

� �
f�1
0

� �
;

0

f�2

� �
¼
ð1� �Þð�11y1 þ �12y2Þ � �11f

�
1

ð1� �Þð�21y1 þ �22y2Þ � �21f
�
1

� �
:

Hence, we get the following equations:

0 ¼ ð1� �Þ�11y1 þ ð1� �Þ�12y2 � �11f
�
1 ;

f�2 ¼ ð1� �Þ�21y1 þ ð1� �Þ�22y2 � �21f
�
1 ;




which implies

�11½ð1� �Þy1 � f�1 � ¼ �ð1� �Þ�12y2;
f�2 ¼ �21½ð1� �Þy1 � f�1 � þ ð1� �Þ�22y2:



ð5Þ

By combining the two equations in (5), we get

f�2 ¼ ð1� �Þð�22y2 � �21��1
11 ð�21y2ÞÞ: ð6Þ

Hence, we can use (6) to calculate the ranking scores of free

points instead of (4).
However, once a free point is selected and gets sinked,

we need to reorganize the matrix S as in (3) (i.e., to preform
a row and column switch). This will result in a recalculation
of the matrix � ¼ ðI � �SÞ�1, which is computationally
expensive. Fortunately, we only need to acquire � once
before the first iteration, because the reorganization of
matrix S has the same effect as the reorganization of matrix
�, which is shown in Theorem 3.

Theorem 3. For i ¼ 1; . . . ; n, let pi be a row switching matrix

adapted from the identity matrix I, let P ¼
Qn

i¼1 pi and � ¼
ðI � �SÞ�1, then it holds that

ðI � �PSPT Þ�1 ¼ P�PT :

Proof. Since we know

I � �PSPT ¼ PPT � P ð�SÞPT ¼ P ðI � �SÞPT

and, PT ¼
Q1

i¼n pi ¼ P�1 and ðPT Þ�1 ¼ P , we have

ðI � �PSPT Þ�1 ¼ ðP ðI � �SÞPT Þ�1

¼ ðPT Þ�1ðI � �SÞ�1P�1

¼ P ðI � �SÞ�1PT

¼ P�PT :

ð7Þ

tu

Therefore, when a free point needs to be sinked, the
overhead of inverse operation contained in the computation
of matrix � is saved. The new ranking score of free points
can be obtained by (6) after the reorganization of matrix �.

Let N be the total number of points,K the number of sink
points, and Q the number of query points, the cost of
computing ranking scores of free points using (6) is
OðNK2 þNK þNQþN �K2 �KÞ. Since usually K � N ,
Q� N , the cost of (6) is much lower than that of (4), which is
OðN3Þ. Therefore, ranking free points using (6) in MRSP
is much more efficient than using (4). Empirically, MRSP
takes about 0.03792 s, on average, to generate a summary,
which is significantly more efficient (p-value < 0:01) than
Grasshopper approach (� 0:04463 s), and comparative to
MMR approach (� 0:03570 s) in our experiments.

3.6 The Refined MRSP Algorithm

Based on above analysis, the refined algorithm of MRSP is
described in Fig. 2.

Note that in step 5, matrix � is initially organized by
grouping sink points into �11 and others into �22. If the set
of sink points is empty, we have �22 ¼ �, which means the
refined algorithm degenerates into the traditional manifold
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ranking algorithm. At each iteration, we mark the top-
ranked object as a new sink point and move it from the
group of free points to the group of sink points by
reorganizing matrix �. Then the object to be selected next
will deliver different information from that of already
selected. With small number of query points in most real
scenarios, the computation in step 6 can be very economical.
In this way, our refined MRSP algorithm is able to address
the problem of diversity in ranking very efficiently.

4 EXPERIMENTS

In this section, we apply our MRSP algorithm to a couple of
real applications: update summarization and query recom-
mendation. As described in Section 2.3, update summariza-
tion aims to select sentences conveying the most relevant,
important, diverse, and novel information from the later
document set to compose a short summary, given a specific
topic and two chronologically ordered document sets. Note
that novelty in summarization can be treated as a special
kind of diversity, which emphasize the difference between
current documents and historical documents. Query re-
commendation aims to provide diverse and highly related
query candidates to cover multiple potential search intents
of users and attract more clicks over recommendation. Both
of the applications need a ranking method to address
diversity, relevance and importance simultaneously. Ex-
periments conducted on these real applications can help
demonstrate the effectiveness of our approach on balancing
the three goals in ranking.

4.1 Baseline Methods

For evaluation, we compare our approach with three
baseline methods.

. Baseline-MR [37]: Baseline-MR is an extension of
the method proposed in [30]. It has two major
steps: 1) a traditional manifold ranking strategy as
described in Section 2.1 is applied; 2) an additional
greedy algorithm is then employed to penalize
similar objects.

. Baseline-MMR [6]: Baseline-MMR is adapted from
MMR [6], which measures the relevance and diver-
sity independently and provides a linear combina-
tion, called “marginal relevance,” as the metric. The
ranking score of each object o is computed as follows:

MMRðoÞ ¼ �Sim1ðo;QÞ � ð1� �Þ
max
oh2H

Sim2ðo; ohÞ;

where Q denotes the query objects, H denotes
historical objects, Sim1 and Sim2 are similarity
measurements.

. Baseline-GH[38]: Baseline-GH is another baseline
method adapted from GRASSHOPPER [38], which
employs an absorbing random walk process to
address diversity in ranking. In Baseline-GH, objects
are selected iteratively and objects selected so far
become absorbing states. The first object is selected
according to the personalized PageRank score. The
rest objects are selected according to another metric,
i.e., the expected number of visits before absorption

[38]. The expected number of visits before absorption
can be calculated based on the fundamental matrix [9]

M ¼ ðII �QÞ�1;

where Q is the submatrix of the personalized
transition matrix

P ¼ IIG 00
R Q

� �
:

Note here G denotes the set of objects selected so far
(i.e., absorbed) and IIG denotes the identical matrix
with its dimension as the size of G.

4.2 Update Summarization

4.2.1 Data Sets

Update summarization has been one of the main tasks in
TAC2008 and TAC2009 conferences held by NIST.4 They
have devoted a lot of manual labor to create the benchmark
data for update summarization tasks. TAC2008 has 48 topics
and TAC2009 has 44 topics. Each topic is composed of
20 relevant documents from the AQUAINT-2 collection of
news articles, and the documents are divided into two data
sets: Document Set A and Document Set B. Each document
set has 10 documents, and all the documents in set A
chronologically precede the documents in set B. For update
summarization, a 100-word summary is required to be
generated for document set B assuming the user has already
read the content of set A. We preprocessed the document
data sets by removing stop words from each sentence and
stemming the remaining words using the Porter’s stemmer.5

For evaluation, four reference summaries generated by
human judges for each topic were provided by NIST as
ground truth. A brief summary over the two data sets is
shown in Table 1.

4.2.2 Implementation

In this experiment, we construct the sentence manifold
according to the pairwise similarity values simðxi; xjÞ
between sentences xi and xj. xi is a term-vector recording
the Term Frequency-Inverse Sentence Frequency (tf-isf)
values of the sentence. The pairwise similarity is calculated
with the standard Cosine measure. Then we connect any two
points with an edge if their similarity value exceeds 0. We
define the affinity matrix W by Wij ¼ simðxi; xjÞ if there is
an edge linking xi and xj. Let Wii ¼ 0 to avoid self-loops in
the graph.
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TABLE 1
Summary of Data Sets from TAC2008 and TAC2009

4. http://www.nist.gov.
5. http://www.tartarus.org/martin/PorterStemmer/.
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Then we apply MRSP algorithm on the sentence
manifold to generate the update summary. The topic
sentence is set as the query point and both a representative
sentence from the earlier data set and sentences already
selected for summary are turned into sink points during the
ranking process. Note that there might be different ways to
represent the earlier data set A as an initial sink point,
including summary of A, the most representative sentence
of A, all the sentences from A, and an aggregated
pseudosentence from A. In our experiments, we find that
among all these representations, better performance of
update summarization can be achieved when adopting the
most representative sentence of A or an aggregated
pseudosentence from A as the representation of A.

4.2.3 Evaluation Metric

ROUGE [18] has become the most frequently used toolkit
for automatic summarization evaluation, as it produces the
most reliable scores in correspondence to human evalua-
tions. It measures summary quality by counting the number
of overlapping units such as n-gram, word sequences, and
word pairs between the computer-generated summary and
the ideal summaries created by human. The n-gram recall
measure, ROUGE-N, is computed as

ROUGE �N ¼P
S2fRefsg

P
gramn2S CntmatchðgramnÞP

S2fRefsg
P

gramn2S CntðgramnÞ
;

where n stands for the length of the n-gram,CntmatchðgramnÞ
is the maximum number of n-grams co-occurring in a
candidate summary and a set of reference summaries Refs,
and CntðgramnÞ is the number of n-gram in the reference
summaries.

In our evaluation, we use the ROUGE-2 (bigram-based)
and ROUGE-SU4 (an extended version of ROUGE-2)
automatic metrics, which have been shown to correlate
well with human judgments based on comparison with a
single model [18]. They were also used as official automatic
evaluation metrics for TAC2008 and TAC2009, respectively.
The results were obtained using ROUGE version 1.5.5
under the settings used for TAC2008.

4.2.4 Qualitative Comparison

We first show a qualitative comparison to gain some
intuition on the differences between the summaries
generated by our approach and the baseline methods. We
randomly selected one topic from the 48 topics of TAC2008
data set as an example, which is about “the investigation of
Jack Abramoff and others related to lobbying activities.” We
show the four reference summaries, provided by NIST as
the ground truth, and the summaries generated by our
approach and other three baselines in Table 2.

We manually annotated the important facts covered by
the ground truth with circled numbers and identified in
total 15 topic-related facts in the references. We then
manually annotated these facts in the summaries generated
by our approach and other baseline methods. We list the
statistics of the fact coverage of MRSP and baseline methods
in Table 3. The Facts column shows the major related words,
the Weight column shows the unique times that the
corresponding fact has appeared in the four references,

and the rest of columns record the fact coverage status of
different approaches.

The results in Table 3 show that our MRSP approach
covers the most facts as compared to the other baselines.
Baseline-MR captures the two most agreed facts (i.e., weight
¼ 4) 	3 and 	4 , but no other facts. It indicates that Baseline-
MR may not address diversity very well. Baseline-MMR
only covers one fact 	5 , which is not among the most
important facts. Baseline-GH is a strong baseline, which
captures only 1 fact fewer than MRSP. In addition, we
observe that every sentence extracted by MRSP covers some
topic-related facts. On the contrary, all baseline methods
generate sentences covering no facts, which is a waste of the
limited summary space.

We further focus on the facts that appeared at least in two
references (i.e., weight 
 2), which represent some com-
monly agreed facts in summary given the topic. There are
five topics which meet the criterion, named	1 ,	3 ,	4 ,	5 , and
	11 . We can see that MRSP can cover four out of these five
topics. In fact, the reference summary can only cover 3.75 out
of these five topics on average. There is only one reference,
RefSum IV, that covers more facts than MRSP.

4.2.5 Quantitative Comparison

We also conducted quantitative comparison between MRSP
and the baselines. The performance comparison based on
update summarization tasks of TAC2008 and TAC2009 is
shown in Tables 4 and 5, respectively.

Except for the baselines described in Section 4.1, here we
also adopt several other baselines for update summariza-
tion, including Baseline-L, Baseline-U, and the best-per-
forming systems in TAC2008 and TAC2009. Baseline-L and
Baseline-U are two standard baseline methods provided by
NIST on TAC. Baseline-L takes all the leading sentences (up
to 100 words) in the most recent document. It provides a
lower bound on what can be achieved with those extractive
summarizer [8]. Baseline-U generates a summary consisting
of sentences that have been manually selected from the data
set by a team of five human “sentence-extractors” from the
University of Montreal. It provides an approximate upper
bound on what can be achieved with a purely extractive
summarizer. This baseline method is only available on
TAC2009. In Table 4, S14 represents the best performing
system in TAC2008. It is also an extractive summarization
approach. In Table 5, S34 represents the best performing
system in TAC2009. However, since S34 is not a purely
extractive summarization approach (with massive abstrac-
tive techniques), we also show the best performing
extractive summarization approach on TAC2009, denoted
as system S24.

From the results on TAC2008 shown in Table 4, we can see
that MRSP achieves 70.3 percent improvement on ROUGE-2
and 46.6 percent improvement on ROUGE-SU4, compared
with Baseline-L. Our approach also achieves better quality
than S14 in terms of both ROUGE-2 and ROUGE-SU4, and
significantly outperforms the other baselines (p-value<0:05).
Similarly, from the results on TAC2009 shown in Table 5, we
can observe that our approach achieves 93.2 percent im-
provement on ROUGE-2 and 51.5 percent improvement on
ROUGE-SU4, compared with Baseline-L. MRSP also obtains
comparable performance to S34 and Baseline-U. Besides, our
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approach can significantly outperform the other baseline
methods (p-value < 0:05). Note that our approach can even
outperform the Baseline-U method, which is the approximate
upper bound baseline system of TAC2009 provided by NIST.

4.2.6 The Benefits of Sink Points

As we can see from the results in Tables 4 and 5, our approach
can significantly outperform Baseline-MR (p-value <0:05),
which also utilizes a manifold ranking approach based on
sentence manifold in essentials. As aforementioned, the
major difference between the two approaches is that the
Baseline-MR method employs an additional greedy algo-
rithm to address novelty and diversity, while our approach

introduces sink points into manifold to optimize relevance,
importance, diversity, and novelty in one unified process.
Here we made some further analysis on these two
approaches to show the benefits of sink points based
approach.

Here we first compare the novelty and diversity in the
summary generated by the two approaches. We use Obsolete
Similarity (i.e., average similarity between the summary
sentences and set A) to measure novelty and Intersentence
Similarity (i.e., average similarity among the summary
sentences) to measure diversity. A lower Obsolete Similar-
ity indicates better novelty and a lower Intersentence
Similarity indicates better diversity.
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TABLE 2
Qualitative Comparison on a Topic in TAC2008
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Figs. 3a, 3b, 3c, and 3d show the average accumulated

results of the two measures as the sentences are selected

one by one into a summary under the two methods on

TAC2008 and TAC2009. Note here we show the accumu-

lated results up to 5 sentences since most summaries

generated by the two approaches are within this length. We

can see that our approach (using sink points) can consis-

tently obtain lower Obsolete Similarity and Intersentence

Similarity during the summarization generation process

than Baseline-MR. It demonstrates that by introducing sink

points into sentence manifold which can utilize the intrinsic

manifold structure, we can better capture both novelty and

diversity for update summarization.
Meanwhile, we show the average accumulated ROUGE-2

scores in Figs. 3e and 3f. The results show that our MRSP

approach can consistently obtain higher ROUGE-2 scores

during the summarization generation process than Baseline-

MR. In other words, our approach can always select better

sentences for summarization as compared with Baseline-MR.

The overall results in Fig. 3 demonstrate that by introducing

sink points into sentence manifold to simultaneously address

the four issues in a unified way, MRSP can achieve better
performance on update summarization.

To further demonstrate the effectiveness of the sink
points, we also compare MRSP with all the other three
baseline methods in terms of the average Obsolete Similarity
and average Intersentence Similarity on TAC2008 and
TAC2009, as shown in Fig. 4. Clearly, our approach achieves
the lowest Obsolete Similarity and Intersentence Similarity
on both data sets. The results demonstrate that MRSP
performs better than baselines on achieving novelty and
diversity.

4.2.7 Parameter Tuning

There is only one parameter � in the MRSP algorithm, which
is a balance factor between the influence of the intrinsic
manifold structure and the prior knowledge on each
sentence. Fig. 5 shows the influence of � on the summariza-
tion performance. As we can see, the summarization
approach performs not so well when � is small, which may
be due to over emphasis on the prior knowledge. However,
we can also notice the degradation of performance when �

approaches 1, which shows putting too much weight on the
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Comparison on TAC2008
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TABLE 5
Comparison on TAC2009

Numbers in parentheses indicates relative improvement over Baseline-L.
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Comparison on Facts Coverage over Different Approaches
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influence of structure may not work well either. As a result,
MRSP achieves the best performance when � ¼ 0:85 on both
benchmarks of TAC2008 and TAC2009.

4.3 Query Recommendation

4.3.1 Data Set

The experiments are based on the Microsoft 2006 RFP data
set6 which contains about 15 million queries (from US
users) that were sampled over one month in May 2006. We
clean the raw data by ignoring non-English queries,
converting letters into lower case, and trimming each
query. To further reduce the noise in clicks, the click-
through between a query and a URL with a frequency less
than 3 was removed. After cleaning, we get click-through
data with 191,585 queries, 251,427 URLs and 318,947 edges.
Similar to [4], we randomly sampled 150 queries with
frequencies between 700 and 15,000 for evaluation.

To conduct manual evaluation for comparing different
recommendation methods, we invite three human judges to
label the recommendations in the pool manually. For each
query, we create a recommendation pool by merging the
topmost (e.g., 10 in our work) recommendations from all the
methods. For each test query, the human judges are required
to identify relevant recommendations and further group
them into clusters according to their search intent. Since the

labeling task is costly, we randomly pick 50 queries for

manual evaluation.

4.3.2 Implementation

In this experiment, we first build the query manifold by

identifying and connecting the k-nearest neighbors of each

query. Here we leverage the click-through information in

query logs to represent the query vector. The basic idea is

that if two queries share many clicked URLs, they have

similar search intent to each other [16]. Therefore, we model

queries in terms of query-URL vectors, instead of query-

term vectors. We represent each query qi as an L2-normal-

ized vector, where each dimension corresponds to a unique

URL in the click-through data. Here k was empirically set to

30 in our experiments. We define an affinity matrix W for

the query manifold, where wij ¼ exp½�dðqi; qjÞ2=2�2� if there
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Fig. 3. (a) Average accumulated obsolete similarity on TAC2008.
(b) Average accumulated obsolete similarity on TAC2009. (c) Average
accumulated intersentence similarity on TAC2008. (d) Average accu-
mulated intersentence similarity on TAC2009. (e) Average accumulated
ROUGE-2 on TAC2008. (f) Average accumulated ROUGE-2 on
TAC2009.

Fig. 4. (a) Average obsolete similarity on TAC2008. (b) Average
obsolete similarity on TAC2009. (c) Average intersentence similarity on
TAC2008. (d) Average intersentence similarity on TAC2009.

Fig. 5. ROUGE-2 score versus parameter � on MRSP.6. http://research.microsoft.com/users/nickcr/wscd09/.
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is an edge linking qi and qj, � is empirically set to 1.25. We
set wii ¼ 0 to avoid self-loops in the graph. Since most
queries are irrelevant to the input query, we can use a
breadth-first search strategy to construct a submanifold to
save the computational cost.

Based on the query manifold, we apply our MRSP
algorithm to return the top-K recommended queries. In
this task, the input query is set as topic node, and the
queries already selected for recommendation are set as sink
points during the ranking process. In our experiments, top
10 recommendations are considered for a query and our
MRSP method takes about 0.1s, on average, to generate the
recommendations.

4.3.3 Evaluation Metrics

With the human labeled data, we evaluate the quality of the
recommendations produced by different approaches using
the following two measures: 1) �-normalized Discounted
Cumulative Gain (�-nDCG) [7] which has been widely used
in the TREC Web track7 diversity task; and 2) Intent-
Coverage. Both of the two metrics range from 0 to 1, with 1 as
the best value, and 0 the worst.
�-nDCG. The �-nDCG, which rewards diversity in

ranking, is a new version of the nDCG [13], the normalized
Discounted Cumulative Gain measure. When � ¼ 0, the �-
nDCG measure corresponds to the standard nDCG, and
when � is closer to 1, the diversity is rewarded more in the
metric. The key difference between �-nDCG and nDCG is
that they use different gain value. For each recommenda-
tion, the gain value GðkÞ of �-nDCG is defined as

GðkÞ ¼
XI
i¼1

JiðkÞð1� �ÞCiðk�1Þ; ð8Þ

where Ciðk� 1Þ is the number of relevant recommendations
found within the top k� 1 recommendations for intent i,
JiðkÞ is a binary variable indicating whether the recom-
mendation at rank k belongs to intent i or not, and I is the

total number of unique intents for each test query. The
computation of �-nDCG exactly follows the procedure
described in [7] with � ¼ 0:5.

Intent-coverage. The Intent-Coverage measures the pro-
portion of unique intents covered by the top k recommended
queries for each test query. Since each intent represents a
specified user information need, higher Intent-Coverage
indicates larger probability to satisfy different users. Note
that the Intent-Coverage is different from the diversity
measure used in automatic evaluation, since only relevant
recommendations to the test query will be considered in
Intent-Coverage. Therefore, Intent-Coverage can better
reflect the diversity quality of recommendations than the
diversity measure in automatic evaluation. The Intent-
Coverage is formally defined as

Intent-CoverageðkÞ ¼ 1

I

XI
i

BiðkÞ; ð9Þ

whereBiðkÞ is a binary variable indicating whether the intent
i is found within the top k recommendations or not, and I is
the total number of unique intents for each test query.

4.3.4 Qualitative Comparison

Similarly, we first show a couple of qualitative comparisons
to gain some intuition on the difference between the queries
recommended by our approach and other baselines. Table 6
shows two samples from our test queries including their
top 10 recommendations generated by five methods.

Except for the baselines described in Section 4.1, we also
adopt Baseline-Naive for query recommendation. Baseline-
Naive only measures relevance of query recommendations
using Euclidean distance between queries, without con-
sidering diversity.

From the results in Table 6, we clearly see that the
Baseline-Naive approach tends to recommend highly
related but somewhat redundant queries. For example, for
the test query “abc,” we can find equivalent recommenda-
tions like “abc tv” and “abc television,” or recommendations
sharing very close meaning like “abc news,” “abc breaking
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TABLE 6
Examples of Query Recommendations Provided by Different Approaches (Top 10 Results)

7. TREC Web Track: http://plg.uwaterloo.ca/ trecweb.
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news,” and “abc world news.” We can also find redundant
examples in the recommendations for the test query
“yamaha,” e.g., “yamaha motor,” “yamaha motorcycle,”
and “yamaha motorcycles.” Since Baseline-Naive method
only considers relevance, it will inevitably produce many
redundant recommendations. On the other hand, if we
further go down the recommendation lists provided by
Baseline-Naive or Baseline-MMR, we will notice that they
may bring up long-tail queries which are not so important or
representative for recommendation, e.g., recommendation
“scooter trade yamaha north america” for test query
“yamaha” at rank 14 under Baseline-Naive and 19 under
Baseline-MMR, respectively.

Meanwhile, we can easily find that the three baseline
approaches recommend queries with better diversity than
the naive method. However, there is still some redundancy
in these approaches. For example, for the test query “abc,”
“abc tv” and “abc television” are both recommended by
Baseline-MMR, while for test query “yamaha,” “yamaha
motor,” and “yamaha motorcycles” are both recommended
by Baseline-MR and Baseline-GH.

Among all these approaches, we observe that our MRSP
approach obtains best performance, where more diverse,
relevant and representative queries can be found in its
recommendation results.

4.3.5 Quantitative Comparison

In our experiments, we compare the performance of
different methods in terms of �-nDCG@5, �-nDCG@10,
Intent-Coverage@5, and Intent-Coverage@10. Table 7 re-
ports the performance of different recommendation ap-
proaches under manual evaluation. All the metrics here
take 1 as its upper bound (i.e., the best case), and 0 as its
lower bound (i.e., the worst case). The numbers in the
parentheses are the relative improvements compared with
baseline methods.

From Table 7, we can see that Baseline-Naive obtains the
lowest Intent-Coverage and also shows a poor overall
performance as measured by �-nDCG, since it only
consider the relevance in recommendation. Baseline-MR
gets better performance on Intent-Coverage and �-nDCG
than Baseline-Naive. The major reason is that Baseline-MR
tends to assign relevant and representative queries higher
ranking scores. With additional diversity penalty steps,
Baseline-MR also achieves diversity. Both Baseline-MMR
and Baseline-GH can further outperform Baseline-Naive on

�-nDCG by explicitly addressing recommendation diver-
sity. Baseline-GH can achieve better performance than
Baseline-MMR when the recommendation size is large.
Compared with the four baseline methods, our MRSP
approach achieves the best performance in terms of all
measures, which is consistent with results reported in the
automatic evaluation. We also conduct a t-test (p-value <
0.05) and find that the improvements over all baseline
methods are significant. It shows that by exploiting the
intrinsic global query manifold structure and employing
manifold ranking with sink points, we can recommend
highly diverse as well as highly related queries.

5 CONCLUSION

In this paper, we propose a novel MRSP approach to address
diversity as well as relevance and importance in ranking.
MRSP uses a manifold ranking process over the data
manifold, which can naturally find the most relevant and
important objects. Meanwhile, by turning ranked objects into
sink points on data manifold, MRSP can effectively prevent
redundant objects from receiving a high rank. The integrated
MSRP approach can achieve relevance, importance, diver-
sity, and novelty in a unified process. Experiments on tasks
of update summarization and query recommendation
present strong empirical performance of MRSP. Experiments
for update summarization show that MRSP can achieve
comparable performance to the existing best performing
systems in TAC competitions and outperform other baseline
methods. Experiments for query recommendation also
demonstrate that our approach can effectively generate
diverse and highly relevant query recommendations.
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