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Abstract Query recommendation has long been considered a key feature of search engines,

which can improve users’ search experience by providing useful query suggestions for their

search tasks. Most existing approaches on query recommendation aim to recommend rele-

vant queries, i.e., alternative queries similar to a user’s initial query. However, the ultimate

goal of query recommendation is to assist users to reformulate queries so that they can

accomplish their search task successfully and quickly. Only considering relevance in query

recommendation is apparently not directly toward this goal. In this paper, we argue that it is

more important to directly recommend queries with high utility, i.e., queries that can better

satisfy users’ information needs. For this purpose, we attempt to infer query utility from

users’ sequential search behaviors recorded in their search sessions. Specifically, we propose

a dynamic Bayesian network, referred as Query Utility Model (QUM), to capture query

utility by simultaneously modeling users’ reformulation and click behaviors. We then rec-

ommend queries with high utility to help users better accomplish their search tasks. We

empirically evaluated the performance of our approach on a publicly released query log by

comparing with the state-of-the-art methods. The experimental results show that, by rec-

ommending high utility queries, our approach is far more effective in helping users find

relevant search results and thus satisfying their information needs.
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1 Introduction

Nowadays, search engines have become an indispensable tool for users to accomplish

various information seeking tasks, e.g., finding particular Web pages, locating target

resources, or accessing information of certain topics. However, it is often difficult for users

to formulate a query that can describe their information needs properly, and find the right

results quickly. Most users may reformulate their queries several times before satisfaction.

According to our analysis, more than 60 % of search sessions contain query reformula-

tion.1 Therefore, how to assist users to better formulate queries becomes a valuable and

challenging problem for modern search engines.

Query recommendation has been widely recognized as a key technique to alleviate

users’ reformulation burden and improve the usability of search engines. A major approach

on query recommendation is relevant query recommendation, which focuses on providing

alternative queries similar to a user’s initial query. Collective user behaviors are usually

employed to help find similar queries. For example, queries that share common terms (Wen

et al. 2001), click the same URLs (Beeferman and Berger 2000; Li et al. 2008; Mei et al.

2008) or occur in the same search sessions (Zhang and Nasraoui 2006; Boldi et al. 2008)

are often considered as similar.

However, the ultimate goal of query recommendation is to assist users to reformulate

queries so that they can acquire their desired information successfully and quickly. Only

recommending similar queries, as in relevant query recommendation approaches, is

apparently not directly toward this goal. For example, given a user’s initial query ‘‘com-

pany name original seven’’ which aims to find ‘‘which company made the original seven

movie’’, the possible recommendations may include ‘‘company name original 7’’, ‘‘original

seven company’’ and ‘‘seven movie’’. Obviously, the three recommended queries are all

similar to the user’s initial query, but only the last one can find search results satisfying the

user’s need. If the user clicks on the first two recommendations, he/she may feel frustrated

since no satisfied results can be found through these recommendations.

Therefore, in this paper, we argue that it is more important and beneficial to directly

recommend queries with high utility, i.e., queries that can better satisfy users’ information

needs. Intuitively, a query should satisfy two conditions to be useful for users: (1) The

query’s search results should be attractive to the user, so that she would like to click the

results for further inspecting; (2) The clicked search results can actually satisfy the user as

they are relevant to her original information needs. Therefore, the query utility can be

further specified by two components. One is related to the attractiveness of the query’s

search results, referred to as perceived utility. The other is related to the satisfaction from

the clicked search results, referred to as posterior utility. The query utility is then defined as

the product of the two components. We will show that under this definition, the query

utility stands for the expected satisfaction users obtain from the search results of the query

according to their original information needs.

By recommending high utility query, we actually emphasize users’ post-click satis-

faction, i.e., whether users’ information needs will be satisfied after clicking the

1 The analysis is conducted on the query log shared by Yandex (http://imat-relpred.yandex.ru/en/), which
contains nearly 44 million search sessions.
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recommendation. We argue that users’ post-click satisfaction reflects the true effectiveness

of query recommendation. It is worth noting that although the concept ‘‘utility’’ has been

used in literatures of query recommendation (Jain et al. 2011; Anagnostopoulos et al.

2010), they are significantly different from our work. Both studies (Jain et al. 2011;

Anagnostopoulos et al. 2010) define a global utility function over the recommendation set,

which emphasize either the diversity (Jain et al. 2011) or the expected click-through rate

(Anagnostopoulos et al. 2010) of the recommendations. They do not define and learn the

query utility towards users’ post-click satisfaction as ours.

The central challenge in our recommendation problem is how to learn the query utility

according to users’ original information needs. The basic idea is that users’ collective

search behaviors, especially their sequential reformulation and click behaviors in search

sessions, embed rich information on the usefulness of queries. Therefore, we propose a

novel dynamic Bayesian network, referred as Query Utility Model (QUM), to inference

query utility by simultaneously modeling users’ reformulation and click behaviors. By

learning query utility in hand, we can provide query recommendations with high utility to

help users better accomplish their search tasks.

To evaluate the performance of our approach, we compare it with the state-of-the-art

query recommendation approaches based on a publicly released query log. We propose two

evaluation metrics, namely Query Relevant Ratio (QRR) and Mean Relevant Document

(MRD), to evaluate the effectiveness of recommendations with respect to users’ post-click

satisfaction. The experimental results show that, by recommending high utility queries, our

approach is far more effective in helping users find relevant search results and thus satisfy

their information needs.

The main contributions of this paper are summarized as follows:

(1) We propose to recommend queries with respect to utility rather than relevance, and

take into account both attractiveness and post-click satisfaction for the utility

definition;

(2) We introduce a dynamic Bayesian network (i.e., QUM) which can mine query utility

from users’ reformulation and click behaviors;

(3) We propose two novel metrics (i.e., QRR and MRD) to evaluate the performance of

different methods in recommending high utility query, and conduct empirical

studies to demonstrate the effectiveness of our approach.

1.1 Comparison with previous publication

We extend in this article a preliminary study published in Zhu et al. (2012), introducing the

following novel contributions, which allow as to give a complete picture on our algo-

rithmic solutions:

(1) We provide more precise definitions on query utility, and correct the potential flaws

in the formulation of the query utility model.

(2) We provide details on the maximum likelihood learning of the query utility model

for the ease of the reproduction of our approach.

(3) We add extensive experiments to evaluate the recommendation performance

according to query difficulty, and to study the impact of the hyper-parameters of the

model.

(4) We add a new section to discussion the application of our model in real-world

scenarios as well as how to address the new/rare queries in practice.
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In the remainder of this paper, Sect. 2 reviews the related work. Section 3 presents our

proposed approach and parameter estimation in detail. In Sect. 4, we conducted empirical

experiments based on a publicly available data set to evaluate the performance of the

proposed approach. Finally, in Sect. 4.7 we conclude and discuss some ideas for the future

work.

2 Related work

In this section, we review two research topics which are relevant to our work: query

recommendation and click model.

2.1 Query recommendation

Query recommendation has been employed as a key technique by modern industrial search

engines. While most early query recommendation methods explore document information,

query log data has been widely used in recent work. Query click-through (Beeferman and

Berger 2000; Li et al. 2008; Mei et al. 2008), and search sessions (Zhang and Nasraoui

2006; Boldi et al. 2008) are among the most used types of information in query logs.

A major approach on query recommendation is relevant query recommendation, which

focuses on providing alternative queries similar to the user’s initial query. Collective users’

behaviors are usually employed to help find similar queries. For example, Wen et al.

(2001) attempted to find similar queries by clustering queries in query logs based on both

query content information and user click-through data. Beeferman and Berger (2000)

applied agglomerative clustering algorithm over the click-through bipartite graph to

identify related queries for recommendation. Li et al. (2008) recommended related queries

by computing the similarity between queries based on query-URL vector model and

leveraging a hierarchical agglomerative clustering method to rank similar queries. Ma

et al. (2008) built two bipartite graphs (i.e., user-query and query-URL bipartite graphs)

based on the click-through data and then developed a two-level query recommendation

method. Zhang and Nasraoui (2006) first proposed to model users’ sequential querying

behaviors as a query graph and calculate query similarity based on search sessions for

recommendations. Boldi et al. (2008) further introduced the concept the query-flow graph

by aggregating the session information of users, and then performed a random walk on this

graph to find relevant queries.

A number of studies have been conducted to take into account diversity in query

recommendation. Mei et al. (2008) boosted long tail queries to enhance recommendation

diversity by using a hitting time approach based on the query-URL bipartite graph. Guo

et al. (2010) introduced a structured recommendation approach to recommend diverse

queries that satisfy both users’ exploratory interests and search interests. Zhu et al. (2011)

explicitly addressed the diversity in query recommendation based on an extended manifold

ranking method.

Recently, some studies consider the utility2 in query recommendation (Jain et al. 2011;

Anagnostopoulos et al. 2010; Ozertem et al. 2012), and formalize query recommendation

as a problem of optimizing a global utility function. However, the utility defined in these

works is largely different from ours. For example, In Jain et al. (2011), the utility actually

2 The word ‘‘utility’’ has usually been used in recommender systems (Wang and Zhang 2011), which
attempts to recommend users high marginal utility products.
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refers to the diversity of the recommendations. While in Anagnostopoulos et al. (2010), the

query utility is defined as the possibility that users will be satisfied by its search results, and

simply calculated by its click-through rate. Obviously, this utility definition is independent

of users’ initial information needs, while in our case it is dependent. Moreover, we will

show later that their utility is actually part of our model, which cannot reveal the true utility

of the query alone. In Ozertem et al. (2012), the query utility is defined as the difference in

discounts of clicked documents between a reformulated query and the original query.

Obviously, this utility definition again only captures the click-through information without

considering the post-click behaviors. In Zhu et al. (2013), the query utility is defined over

the click-through and reformulation behaviors without a specific form as in this paper, and

an absorbing random walk based method is employed over the session-flow graph to

estimate the query utility for recommendation.

2.2 Click model

Our model is inspired by the click models on modeling sequential user behaviors in Web

search, based on the analogy between search result examination/click behaviors and query

reformulation/click behaviors. Therefore, we also briefly review the related work on click

models.

Click model Chuklin et al. (2015) is proposed to tackle the task of estimating unbiased

relevance of documents from query logs in Web search ranking. Granka et al. (2004) first

noticed the position bias in their eye-tracking experiment, i.e., a document appearing in

higher position is more likely to be clicked than those documents in lower positions.

Richardson et al. (2007) introduced a multiplicative factor to increase the relevance of

documents in lower positions. After that, Craswell et al. (2008) first formalized this idea as

the examination hypothesis, which assumes that the user will click a document if and only

if it is both examined and relevant. There are a variety of variants Dupret and Piwowarski

(2008), Hu et al. (2011), Liu et al. (2014) based on the examination hypothesis but with

different derivation of the examination probability. For example, Dupret and Piwowarski

(2008) extended the examination hypothesis and proposed the user browsing model

(UBM), which assumes that the examination event depends not only on the current position

but also on the previous clicked position. Hu et al. (2011) assumed that users’ clicks are

also affected by intent bias, and proposed to characterize the diversity of search intents. Liu

et al. (2014) proposed a two-stage examination model based on they eye-tracking/click-

through data, and found that the two stage examination behaviors acan be predicted with

mouse movement behavior.

Craswell et al. (2008) further introduced the cascade hypothesis, which assumes that

users examine search results in strictly sequential order without skips, and the first doc-

ument is always examined. The cascade model Craswell et al. (2008) combined the

examination hypothesis and the cascade hypothesis, and it also constrained that users stop

as soon as a relevant document is clicked and abandon the search session. However, this

model is too restrictive and cannot deal with the search sessions with multiple clicks. To

alleviate this limitation, some variants (Guo et al. 2009a, b; Chapelle and Zhang 2009)

were further proposed. Dependent click model (DCM) Guo et al. (2009b) used position-

dependent parameters as conditional probabilities of examining the next document after a

click and generalized the cascade model to sessions with multiple clicks. Click chain

model (CCM) Guo et al. (2009a) assumed that the probability of examining the current

position also depends on the relevance at the previous position. Dynamic Bayesian network

(DBN) Chapelle and Zhang (2009) distinguished the perceived relevance and actual
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relevance, and assumed that a user continues to examine the next document if she is

unsatisfied with the clicked document. There are also some other models that do not

employ the cascade hypothesis, such as the session utility model (SUM) Dupret and Liao

(2010), the pure relevance model (PRM) Srikant et al. (2010), the federated click model

(FCM) (Chen et al. 2012; Chuklin et al. 2014), The vertical click model (VCM) Wang

et al. (2013), the task-centric click model (TCM) Zhang et al. (2011), and Partially

Sequential Click Model (PSCM) Wang et al. (2015).

The most related work to our QUM is the DBN model proposed in Chapelle and Zhang

(2009). However, our approach differs from DBN in two significant ways: (1) The problem

studied and the data set are completely different. Their goal is to estimate the relevance of

URLs for Web search ranking based on the search results and clicks given a query, while

we consider the problem of estimating the utility of queries for query recommendation

based on the reformulations and clicks given an initial query. (2) The model is also

different. In DBN, the satisfaction event only depends on the current state, while in our

case, we assume that it is dependent on all previous states.

3 Our approach

In our work, we propose to recommend high utility queries, i.e., queries that can better

satisfy users’ information needs, to users. The major problem is how to learn the query

utility according to users’ original information needs. In this section, we first take a look at

a typical users’ search session to show what reveals query utility, and give the definition of

the query utility. We then introduce a novel dynamic Bayesian network, referred to as

Query Utility Model (QUM), to inference query utility by simultaneously modeling users’

sequential reformulation and click behaviors. Finally, we show how to estimate the

parameters in our model and infer the query utility.

3.1 Search session and query utility

Here we investigate search sessions to see what makes a query useful for users according to

their original information needs. A search session, or session, is defined as the sequence of

user search actions (such as submitting a query, clicking on a search result URL and

reformulating a query) within a time limit for a particular search task. A typical search

process in a session is illustrated in Fig. 2. Given some information needs, a user submits

an initial query to the search engine, and obtains some returned results. Here the documents

Fig. 1 Distribution of query reformulation on Yandex query logs
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which are relevant to the user’s information needs are shown in red, otherwise in black.

The user then goes through the search results, and clicks the second and third results for

further inspecting (i.e., denoted by ticks before the results) as they seem to be relevant. The

user obtains some useful information from the third result but is not satisfied yet. There-

fore, the user reformulates a second query and submits it to the search engine. However,

this time the user finds no interesting results and thus no clicks are performed on the

results. Therefore, a third query is generated by the user. From the returned results, the user

finds two possibly relevant results, i.e., the first and third results, and clicks them for further

investigation. The user then accumulates enough information he/she needs and accom-

plishes the search task.

From the above search session, we can see that the first and third queries are useful for

the user according to the user’s original information needs. It shows that the usefulness of a

query should satisfy two conditions: (1) The query’s search results should be attractive to

the user, so that he/she would like to click the results for further inspecting, such as the first

and third queries. If the search results do not attract the user to click, as in the second query

case, the query will not be useful for the user even if it contains relevant search results. (2)

The clicked search results can actually satisfy the user to some extent by providing relevant

information to the user’s original needs, e.g., the first and third search results under the

third query. Otherwise, the user cannot obtain any useful information after clicking, e.g.,

the second search result of the first query.

Based on the above analysis, we further divide the utility of a query into the following

two components.

Perceived utility, which refers to the attractiveness of the query’s search results

perceived by the user before investigating the content of these results. The higher the

perceived utility a query has, the more likely the user would click the returned results.

Posterior utility, which refers to the satisfaction of the user from the clicked search

results given his/her original needs. The higher the posterior utility a query has, the more

likely the user would obtain useful information from the clicked results.

The query utility is then defined as the product of the two components, since the first

one models the click likelihood while the latter models the post-click satisfaction.

The remaining problem is how to learn the query utility automatically. From the above

search session, we can see that the problem would be quite simple if we have observed all

the search behaviors from users and the exact relevance labels of the search results.

Fig. 2 A typical user search session. Tick ’
p

’ denotes a user click on a document, and red color denotes the
relevance of a document
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However, the true relevance labels are not observed in real search logs, which makes such

a learning problem non-trivial. Without loss of generality, here we assume that a user will

be more likely to click the search results of a query if she deems the results relevant to their

information needs. We also assume that the user will acquire some useful information if

the clicked results are relevant to their information needs, and will choose to reformulate

the next query if she has not been satisfied. Based on these assumptions, we are able to

infer queries’ utility from the collective search sessions automatically.

3.2 Query utility model

Based on the above analysis, we now introduce a novel dynamic Bayesian network,

referred to as Query Utility Model (QUM), to learn query utility based on users’ sequential

search behaviors. Suppose there are N search sessions starting from the same information

needs,3 and there are a total of T distinct reformulated queries occurring in these N search

sessions, denoted by qtð1� t�TÞ.
For a particular search session, we define four binary random variables, Ri, Ci, Ai and Si

to model reformulation, click, attractiveness and satisfaction events at the i-th reformu-

lation position:

– Ri: whether there is a reformulation at position i;

– Ci: whether the user clicks on some of the search results of the reformulation at

position i;

– Ai: whether the user is attracted by the search results of the reformulation at position i;

– Si: whether the user’s information needs have been satisfied at position i;

where the first two events are observable from search sessions and the last two events are

hidden.

Figure 3 plots the graphical model of QUM for a particular search session. The full

model specification that accompanies Fig. 3 is as follows:

PðCi ¼ 1jRi ¼ 1;Ai ¼ 1Þ ¼1; ð1Þ

PðAi ¼ 1Þ ¼a/ðiÞ; ð2Þ

PðSi ¼ 1jC1:iÞ ¼2r
Xi

k¼1

b/ðkÞ � IðCk ¼ 1Þ
 !

� 1; ð3Þ

PðRi ¼ 1jRi�1 ¼ 1; Si�1 ¼ 1Þ ¼0: ð4Þ

where /ðiÞ denotes the index of the query at the position i in a search session.

The above equations describe our model in the following way: The user will reformulate

queries sequentially, and stop reformulation if her information needs have been satisfied.

There are some clicks on the search results of a reformulated query if and only if the user

reformulates the query and is attracted by the search results (1). The probability of the

attractiveness only depends on the search results of the reformulated query (2), which is

controlled by the variable a/ðiÞ � 0, i.e., the perceived utility of the query at position

i. After the user clicks and inspects the search results, there is certain probability she will

3 In practice, we treat the initial query as a proxy of users’ search intent and collect all the search sessions
starting from the same initial query to approximate the search behaviors from the same intent.
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be satisfied at the current position. The probability of users’ satisfaction at position i de-

pends on how much utilities she has accumulated from the previously clicked search

results (3).4 Note here C1:i denote the vector ðC1;C2; . . .;CiÞ, b/ðiÞ � 0 denotes the posterior

utility of the query at position i, IðCk ¼ 1Þ is an indicator function, and rðxÞ is the logistic

function:

rðxÞ ¼ 1

1 þ e�x
: ð5Þ

Once the user is satisfied, she will not reformulate the next query (4).

In our model, there are two parameters at and bt ð1� t� TÞ related to the utility of a

query. The first one models the perceived utility, as it reflects the attractiveness of a query’s

search results. The second one models the posterior utility, since it captures the satisfaction

of a user from the clicked search results. As aforementioned, we define the utility of a

query as the product of the two components

ut :¼ at � bt: ð6Þ

Note that in QUM, at also denotes the probability that users click the search results of the

query qt (i.e., click likelyhood), and bt models the post-click satisfaction. Based on the

above definition, we can see that ut actually stands for the expected satisfaction users

obtained from the search results of the query according to their original information needs.

So far as we know, this is the first dynamic Bayesian network which attempts to model

the query utility from users’ sequential search behaviors. To simplify our query utility

model, in this work we only consider whether the search results of a reformulated query

have some clicks or not, but do not specify which URL has been clicked. We may further

extend our utility model to capture the specific clicked URLs for finer modeling. Moreover,

we take a search session terminated with a user clicking some results as a successful

session, otherwise a failure. It is clear that this assumption may not be realistic since users

may also stop searching after clicking some results because of impatience. However, even

Fig. 3 Graphical model representation of query utility model. Observed click and reformulation variables
are shaded

4 We assume the utilities of a set of queries can be addictive. Meanwhile, we define the probability in the
form of 2rðÞ � 1 to ensure the probability range due to the non-negative variables in the logistic function.
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under this simple assumption, we find our model can capture the utility of queries very well

as shown in the experimental section. In the future work, we may further improve our

model by introducing a persistent parameter to capture the impatience.

3.3 Parameter estimation

We use the maximum likelihood estimation to estimate the model parameters a ¼
fatj1� t�Tg and b ¼ fbtj1� t�Tg. For a specific search session with M reformulations

(Note that the initial query is not modeled), the joint probability of all the variables is given

by:

PðC1:M ;R1:M;A1:M ; S1:MÞ

¼
YM

i¼1

PðCijAi;RiÞ � PðRijRi�1; Si�1Þ

� PðAiÞ � PðSijC1:iÞ;

ð7Þ

where

PðCijRi;AiÞ ¼ ðRi � AiÞCi � ð1 � Ri � AiÞ1�Ci ; ð8Þ

PðRijRi�1; Si�1Þ ¼ ðRi�1 � ð1 � Si�1ÞÞRi

� ð1 � Ri�1 � ð1 � Si�1ÞÞ1�Ri ;
ð9Þ

PðAiÞ ¼ a/ðiÞ
Ai � ð1 � a/ðiÞÞ1�Ai ; ð10Þ

PðSijC1:iÞ ¼ 2r
Xi

k¼1

b/ðkÞ � IðCk ¼ 1Þ
 !

� 1

 !Si

� 2 � 2r
Xi

k¼1

b/ðkÞ � IðCk ¼ 1Þ
 ! !1�Si

:

ð11Þ

Note here Ri is deterministic in the search session that Ri ¼ 1 for all ð1� i�MÞ. By

substituting Eqs. (8)–(11) into the Eq. (7), we obtain the joint probability as follows:

PðC1:M ;R1:M ;A1:M ; S1:MÞ

¼
YM

i¼1

a/ðiÞ
Ai � ð1 � a/ðiÞÞ1�Ai

� 2r
Xi

k¼1

b/ðkÞ � IðCk ¼ 1Þ
 !

� 1

 !Si

� 2 � 2r
Xi

k¼1

b/ðkÞ � IðCk ¼ 1Þ
 ! !1�Si

:

ð12Þ

Therefore, the overall log-likelihood of the N search sessions can be written as:
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L ¼
XN

j¼1

XM

i¼1

A
j
i � log ða/jðiÞÞ þ ð1 � A

j
iÞ � logð1 � a/jðiÞÞ

þ s
j
i � log 2r

Xi

k¼1

b/jðkÞ � IðC
j
k ¼ 1Þ

 !
� 1

 !

þ ð1 � S
j
iÞ � log 2 � 2r

Xi

k¼1

b/jðkÞ � IðC
j
k ¼ 1Þ

 ! !
;

ð13Þ

where the click events Ci are observed in the search session. If Ci ¼ 1, we can infer that the

results of the reformulation at position i is attractive (i.e., Ai ¼ 1); Otherwise, Ai ¼ 0.

Besides, based on our assumption, we have that S1:M�1 ¼ 0 and SM ¼ 1 if the search

session ends with a user clicking some results (i.e., a successful search session); Otherwise,

we have that S1:M ¼ 0.

By maximizing the log-likelihood function in Eq. (13), we can easily obtain the esti-

mation of the perceived utility

at ¼
PN

j¼1

PM
i¼1 A

j
i � Ið/jðiÞ ¼ tÞ

PN
j¼1

PM
i¼1 Ið/jðiÞ ¼ tÞ

¼
PN

j¼1

PM
i¼1 IðC

j
i ¼ 1Þ � Ið/jðiÞ ¼ tÞ

PN
j¼1

PM
i¼1 Ið/jðiÞ ¼ tÞ

:

ð14Þ

Note here /jðiÞ denotes the index of the query at the position i in the j-th search session.

From the result we can see that, the perceived utility fatgTt¼1 captures the probability that

users click the search results of the query qt given their original information needs.

The remaining problem is to estimate the posterior utility fbtgTt¼1. We now consider the

problem of maximizing L subject to the inequality constraints of the bt � 0 ð1� t�TÞ.
The new objective function is:

K ¼ Lþ
Xm

t¼1

ktbt � ljjbjj2; ð15Þ

where kt is the Lagrangian coefficient and l is the regularization parameter.5 Note here we

impose a L2-norm constraint on the objective function to avoid over-fitting.

An optimal solution to this problem should satisfy the Karush–Kuhn–Tucker (KKT)

Kuhn and Tucker (1951) optimality conditions:

bt � 0;

kt � 0;

kt � bt ¼ 0:

8
>><

>>:
ð16Þ

As in Tognola and Bacher (1999), we convert the inequality constraints bt � 0 ð1� t� TÞ
to equality constraints by introducing slack variables zt ð1� t�TÞ which satisfy

5 In our experiments, we set l ¼ 1, and we will explain the reason in Sect. 4.
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bt � zt ¼ 0; ð17Þ

with zt � 0. Due to the fact that kt and zt must be positive or zero, we put all the kt and zt in

a quadratic form, i.e., k2
t and z2

t .

Applying these steps to the optimality conditions, we get the following transformed

optimality conditions:

o

obt
ðL þ

Xm

t¼1

k2
t bt � ljjbjj2Þ ¼ 0;

�bt þ z2
t ¼ 0;

k2
t bt ¼ 0:

8
>><

>>:
ð18Þ

The solution of the above optimization problem is achieved by a Newton–Raphson

algorithm. The partial derivatives with respect to all the variables bt, kt and zt are as

follows:

o2L
ob2

t

� 2l 0 2kt

�1 2zt 0

k2
t 0 2ktbt

2
6664

3
7775

Dbt
Dzt
Dkt

2
64

3
75 ¼ �

oL
obt

� 2lbt þ k2
t

�bt þ z2
t

k2
t bt

2
6664

3
7775: ð19Þ

Solving the above linear system of equations (19), we obtain the updating functions:

Dbt ¼
�bt

oL
obt

þ 2lb2
t

bt
o2L
ob2

t

� 2lbt � k2
t

;

Dzt ¼
bt � z2

t þ Dbt
2zt

;

Dkt ¼
�k2

t bt � k2
t Dbt

2ktbt
:

8
>>>>>>>>>><

>>>>>>>>>>:

ð20Þ

3.4 High utility recommendation

Based on the above query utility model, we finally obtain our high utility query

recommendation approach. Given the original information needs, typically represented

by an input query, we collect all the search sessions starting from the same given query

to approximate the search behaviors from that information needs. All the queries in

these search sessions other than the input query become the recommendation candi-

dates. We then apply our query utility model and infer the utilities of the recom-

mendation candidates according to the original information needs. Finally, we rank all

the candidate recommendations according to their utilities and provide the top ranked

ones to users.
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4 Experiments

In this section, we empirically evaluate the effectiveness of our proposed high utility

recommendation method. We first introduce the dataset, baseline methods used in com-

parison, and evaluation metrics. Then we conduct extensive experiments to compare the

performance of our approach with state-of-the-art query recommendation methods. Finally,

we also study the effect of the parameters on our proposed model.

4.1 Dataset

Our experiments are based on a publicly available dataset, namely UFindIt log data,6

which was collected over a period of 6 months. In this dataset, there are totally 40 initial

queries representing 40 original information needs, which are real queries selected from

sites such as wiki.answers.com and Yahoo! Answers. The selection criteria follow that, the

queries can clearly express users’ information needs while such needs can not be simply

satisfied by directly issuing these test queries to search engines. Some of the examples are

shown in Fig. 4. Users are then required to search and find right answers (i.e., relevant

results) according to these information needs. All the users’ search sessions are logged in

this process. For each session, the following details are recorded: the queries, clicked

URLs, click positions, browsing trails, and the time-stamps of all the events. The ground-

truth (relevance) labels are then annotated on users submitted search results indicating

whether this result is a right answer of the original information need.

We process the data by ignoring some interleaved sessions, where the participants

search for multiple information needs in one search process. We also remove sessions

which have no reformulations, and sessions started without queries. After processing, we

obtain 1298 search sessions, 1086 distinct queries and 1555 distinct clicked URLs. For

each initial query, the average number of search sessions is 32 and the average number of

distinct reformulated queries is 26.

For experiments, we take all the 40 initial queries for testing, and evaluated the quality

of top 10 recommendations for each query based on ground-truth labels from the UFindIt

Fig. 4 Some examples of test queries from UFindIt collection

6 http://ir-ub.mathcs.emory.edu/uFindIt/.
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dataset. Note that for each test query, we collect all the search sessions in the log data to

infer the parameters in our model for recommendation.

4.2 Baseline methods

To evaluate the performance of our QUM method, we compare it with four baseline query

recommendation methods. These baseline methods can be grouped into two categories,

namely frequency-based methods and graph-based methods:

Frequency-based methods:

– Adjacency (ADJ): Given a test query q, the top frequent queries in the same session

adjacent to q are recommended to users Jones et al. (2006).

– Co-occurrence (CO): Given a test query q, the top frequent queries co-occurred in the

same session with q are selected as recommendations Huang et al. (2003).

Graph-based methods:

– Query-Flow Graph (QF): This is a state-of-the-art query recommendation method

proposed by Boldi et al. (2008). In QF, a query-flow graph is first constructed based on

collective search sessions, and a random walk is then performed on this graph for query

recommendation.

– Click-through Graph (CT): This is another state-of-the-art query recommendation

method proposed by Mei et al. (2008). In CT, a query-URL bipartite graph is first

constructed by mining query logs, a random walk is then performed on this graph and

the hitting time is leveraged as a measure to select queries for recommendation.

Besides, to further investigate the influence of the two component utilities (i.e., per-

ceived utility and posterior utility) in our QUM method, we also use them separately to

recommend queries as two baselines, namely Perceived Utility method (PCU) and Pos-

terior Utility method (PTU). Note that the PCU method is actually similar to the model

proposed in Anagnostopoulos et al. (2010), which defines the query utility by its click-

through rate.

4.3 Evaluation metrics

In this paper, we propose to recommend high utility queries to directly toward the goal of

query recommendation, i.e. assisting users to reformulate queries so that they can acquire

their desired information successfully and quickly. Correspondingly, the evaluation should

also reflect this goal, i.e. whether users will be satisfied by the recommendation with

respect to their original information needs. Traditional evaluation methods in relevant

query recommendation (e.g., precision and recall He et al. (2009)) no longer fit our sce-

nario since they are not directly toward our goal of high utility query recommendation.

Traditional evaluation in relevant query recommendation is usually based on relevance

labels manually assigned to recommended queries (Cao et al. 2008). However, a query

assigned as relevant may not necessarily help users find target results, thus such evaluation

cannot evaluate the true effectiveness of query recommendation. This is the particular

reason why some larger datasets (e.g., Yandex relevance prediction challenge dataset)7

7 https://academy.yandex.ru/events/data_analysis/relpred2011/.
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cannot be used for the evaluation of utility based recommendation although they also

contain reformulations and relevance labels.

Fortunately, the UFindIt log data provides ground-truth (relevance) labels on users’

submitted search results indicating whether this result is a right answer of the original

information need. We can rely on these labels to evaluate the utility of the recommended

queries. Note that none of these labels are used in our training process. Specifically, we

define two evaluation metrics, namely the Query Relevant Ratio (QRR) and the Mean

Relevant Document (MRD), to measure the quality of the recommendations.

For a specific information need, the metric QRR is defined as:

QRRq0
ðqÞ ¼ RQq0

ðqÞ
Nq0

ðqÞ ; ð21Þ

where RQq0
ðqÞ denotes the total frequency of query q with relevant results submitted by

users with respect to the original search need q0, and Nq0
ðqÞ denotes the total frequency of

query q issued by users with respect to the original search need q0. This metric measures

the probability that a user finds relevant results when she uses query q for her search task

given the original query q0. A higher QRR means that a user will be more likely to find

useful results with respect to the original information needs.

Moreover, for a specific information need, the metric MRD is defined as:

MRDq0
ðqÞ ¼ RDq0

ðqÞ
Nq0

ðqÞ ; ð22Þ

where RDq0
ðqÞ denotes the total frequency of relevant results submitted by users when they

use query q for their search tasks with respect to the original search need q0, and Nq0
ðqÞ

denotes the total frequency of query q issued by users with respect to the original search

need q0. This metric measures the average number of relevant results a user finds when she

uses query q for her search task given the original query q0. A higher MRD means that a

user will find more relevant results according to the original information needs.

4.4 Overall evaluation results

Figure 5a, b show the performance of top recommendations from different methods under

the metric QRR and MRD, respectively. From Fig. 5, we can see that the two frequency-

based methods ADJ and CO perform poorly under the two metrics. It shows that by simply

Fig. 5 Comparison of the performance of all approaches (ADJ,CO,QF,CT,PCU,PTU,QUM) in terms of
QRR and MRD
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considering the most frequently adjacent or co-occurring queries in the same session with

the given query (which are usually highly relevant), we cannot guarantee to recommend

useful queries to satisfy users’ information needs. The two graph-based methods, i.e., QF

and CT, show better performance than the frequency-based methods. It indicates that by

leveraging the local relationships (i.e., either the co-click or the reformulation relationship)

between query pairs to collectively reveal the global relationships between queries, we are

able to find better query recommendations.

The PCU method, which only relies on queries’ perceived utility for recommendation,

presents a comparable performance with the two graph-based methods. As we know, the

PCU method actually recommends queries according to the expected click-through rate

over their search results (i.e., perceived utility). Since users are more likely to click the

search results that they deem relevant, the perceived utility implicitly convey the utility

information of the queries. However, only after inspecting the content of the clicked

results, users can decide whether the results are truly relevant. Therefore, a useful query

may have high perceived utility, but the query with high perceived utility is not necessary

to be highly useful. This explains the reason why the PCU method may work well at top 5

positions but perform poorly at top 10 positions as compared with the graph-based

methods.

Moreover, the PTU method, which takes queries’ posterior utility for recommendation,

shows better performance as compared to the above baseline methods under both metrics.

It indicates that by simultaneously consider users’ reformulation and click behaviors, the

learned posterior utility can better reflect the usefulness of the queries. Moreover, when

compared with the PCU method, we can find that the PTU method shows constantly better

performance. It further demonstrates the importance to take into account users’ reformu-

lation behaviors (i.e., satisfaction event) to capture the utility of queries.

Finally, as we can see from Fig. 5, our QUM method performs better than all the

baseline recommendation methods. We conduct t-test (p-value� 0:05) over the results and

find that the performance improvements are significant as compared with both the fre-

quency-based and graph-based baselines. It shows that by leveraging our query utility

model, we are able to infer and recommend high utility queries for users. Meanwhile, as

compared with the two component utility methods (i.e., PCU and PTU methods), the QUM

methods can also constantly outperform the two baselines. It demonstrates that to rec-

ommend high utility queries, we need to find those queries that can not only attract users to

click their search results, but also provide useful information with the clicked search

results. The two aspects are complementary and neither can be ignored for high utility

recommendation.

4.5 Evaluation according to query difficulty

To further investigate the performance of our QUM method in high utility query recom-

mendation, we break down the comparison among different approaches according to the

query difficulty. According to the UFindIt log data, we separate the test queries into three

groups (easy, medium, hard) based on their difficulty.8 The evaluation results under the

metrics QRR and MRD are shown in Table 1, where the percentages in the parentheses are

the relative improvements of our QUM method over the corresponding methods.

8 The difficulty of the queries depends on users’ answers in the QA tasks. A query is easy if more than 75 %
participants issued correct answers for it, and hard if less than 25 % participants submitted correct answers.
The remaining queries are medium.
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From the results we can see that, not surprisingly, the performances of all the recom-

mendation methods decline with the increase of query difficulty. However, our QUM

method consistently shows better performance than all the other methods under all the

query difficulty levels. Interestingly, we can find that with the increase of the query

difficulty, the improvements of our QUM method over other recommendation methods

also increase. For example, when the queries are easy, the performances of the frequency-

based methods and the graph-based methods under the metric MRD@10 are above 0.6 and

0.8, respectively, while our QUM methods reaches 0.844. It seems that for easy queries,

most recommendation methods may work well since popular or relevant recommendations

can already help to find the right results.

However, when the queries become hard, the performances of the two frequency-based

methods (i.e., ADJ and CO) drops to 0.284 and 0.34 in terms of MRD@10, respectively,

and that of the two graph-based methods (i.e., QF and CT) drops to 0.414 and 0.424,

respectively. While our QUM method reaches 0.504 under MRD@10. The relative

improvements of QUM over the frequency-based methods and the graph-based methods

are above 40 % and around 20 %, respectively. It shows that when users’ search task is

difficult, it would be more beneficial to directly recommend high utility queries beyond

relevant queries. Similar results can also be observed under the metrics MRD@5, QRR@5,

and QRR@10.

Table 1 Performance comparison of different methods under different query difficulty levels

Query Difficulty Method QRR MRD

@5 @10 @5 @10

Easy ADJ 0.588 (18.64 %) 0.526 (26.30 %) 0.771 (20.32 %) 0.674 (25.22 %)

CO 0.609 (14.55 %) 0.529 (25.63 %) 0.830 (11.80 %) 0.687 (22.89 %)

QF 0.618 (12.94 %) 0.604 (9.89 %) 0.846 (9.67 %) 0.806 (4.69 %)

CT 0.654 (6.62 %) 0.635 (4.65 %) 0.836 (11.02 %) 0.805 (4.79 %)

PCU 0.656 (6.37 %) 0.611 (8.74 %) 0.889 (4.35 %) 0.798 (5.79 %)

PTU 0.689 (1.22 %) 0.663 (0.17 %) 0.908 (2.18 %) 0.837 (0.86 %)

QUM 0.698 0.664 0.928 0.844

Medium ADJ 0.460 (30.00 %) 0.429 (33.19 %) 0.596 (24.14 %) 0.527 (33.76 %)

CO 0.495 (20.81 %) 0.441 (29.65 %) 0.640 (15.72 %) 0.550 (28.10 %)

QF 0.511 (17.07 %) 0.500 (14.39 %) 0.615 (20.43 %) 0.630 (11.79 %)

CT 0.534 (12.07 %) 0.549 (4.02 %) 0.689 (7.54 %) 0.692 (1.81 %)

PCU 0.544 (9.91 %) 0.485 (17.74 %) 0.703 (5.31 %) 0.588 (19.76 %)

PTU 0.581 (2.87 %) 0.557 (2.70 %) 0.722 (2.53 %) 0.689 (2.18 %)

QUM 0.598 0.572 0.740 0.704

Hard ADJ 0.259 (65.27 %) 0.216 (91.19 %) 0.351 (54.37 %) 0.284 (77.27 %)

CO 0.314 (36.29 %) 0.261 (58.17 %) 0.412 (31.63 %) 0.340 (48.00 %)

QF 0.324 (32.08 %) 0.312 (32.20 %) 0.441 (22.94 %) 0.414 (21.78 %)

CT 0.334 (28.08 %) 0.343 (20.17 %) 0.437 (24.15 %) 0.424 (18.85 %)

PCU 0.404 (5.90 %) 0.324 (27.07 %) 0.534 (1.54 %) 0.413 (22.02 %)

PTU 0.426 (0.28 %) 0.402 (2.51 %) 0.526 (3.18 %) 0.485 (3.92 %)

QUM 0.427 0.412 0.542 0.504

The percentages in the parentheses are the improvements of our QUM method over the corresponding
methods

20 Inf Retrieval J (2017) 20:4–24

123



4.6 Impact of parameter l

There is one parameter l in our QUM model, which denotes the weight of the regular-

ization over the posterior utility fbtgTt¼1. In this section, we discuss the impact of the

parameter l on the performance of our QUM method. We varied l from 0 to 10 with step

length 1 in our experiment, and evaluate the performance of our QUM method in terms of

QRR and MRD, respectively. The results are depicted in Fig. 6a, b.

From Fig. 6, we observe that our QUM method achieves the lowest performance when

l ¼ 0, while obtains better performance when l[ 0. Moreover, our approach reaches the

best performance when l is set between 1 and 4, while the performance slightly decreases

with further increase of the value of l. This phenomenon illustrates that imposing the L2-

norm constraint on the objective function plays a positive role. Generally speaking, the

impact of l to the performance of QUM is relatively stable when l is small, e.g., between 1

and 4.

4.7 Discussion

In this paper, we conducted experiments and evaluation based on the UFindIt log data due

to the following reasons. On one hand, it is a publicly available data set for performing

controlled, yet realistic and reproducible studies. On the other hand, the data set conveys

the necessary information for evaluating the true effectiveness of query recommendation,

i.e. explicit original information needs and the relevance labels on users’ clicked search

results with respect to their original needs. While other public query logs, such as AOL,9

cannot directly support such kind of evaluation.

In fact, our approach can be directly applied to real scenarios, e.g. query recommen-

dation in search engines based on real search logs. With richer session information from

large scale log data, we may expect to infer the query utility more accurately. However,

there may also be some challenging problems when applying the recommendation

approach based on real search logs. For example, it is not a trivial task to detect sessions in

real query logs. Recently the problem of query session detection has been studied in many

literatures (Boldi et al. (2008); He and Göker (2000)), where the using of timeout threshold

(e.g. 30 min) for splitting sessions are commonly employed and empirically proved to be

effective. However, the detection of sessions is out of the scope of this paper. Meanwhile,

9 http://www.gregsadetsky.com/aol-data/.

Fig. 6 The impact of parameter l to the performance of QUM method in terms of QRR and MRD
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real log data may convey some noise which may affect the performance of recommen-

dation. This can be alleviated by employing some pre-process of data cleaning.

A potential concern on applying the proposed recommendation approach in real-world

settings is the availability of the reformulations for a particular query. For example, if a

query has never appeared in a search session (e.g., rare/new query), we will not be able to

know its reformulations and estimate their utilities in advance. Such rare/new query case is

the most difficult problem in practice for most query recommendation methods. A possible

solution to this problem is to first find some candidate queries (which have session

information) with similar intent to such rare/new query, based on certain similarity metrics

(e.g., query string similarity or search result similarity). Then we can rely on the search

sessions of these candidate queries to estimate the utility of the possible reformulations,

and produce the recommendation for the original rare/new query with respect to both the

utility and intent similarity. We will leave this as our future work.

5 Conclusions

In this paper, we argue that we shall recommend high utility queries rather than only

relevant queries, to directly achieve the ultimate goal of query recommendation, i.e., to

assist users to reformulate queries so that they can acquire their desired information suc-

cessfully and quickly. We formally define the query utility and identify its two components

(i.e., perceived utility and posterior utility). We then propose a novel dynamic Bayesian

network QUM to infer query utility from users’ search behaviors for recommendation. We

evaluate the performance on a real query log, and the experimental results show that the

proposed approach can outperform the state-of-the-art baselines in providing useful

recommendations.

For the future work, one major aspect is to improve our generative model to better

capture query utility. We may further extend our utility model to capture the specific

clicked URLs for finer modeling. Besides, we may introduce a persistent parameter into

our model to capture the case that the user stops searching because of impatience. As

mentioned above, we may also make use of search sessions of similar queries in our QUM

to help address the rare/new query recommendation problem. Moreover, it would be

interesting to take into account diversity in our model to reduce the redundancy in a set of

recommended high utility queries.
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