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ABSTRACT

Web search engines are typically designed to involve multiple pages
of search results, and the search users engaging in exploratory
search with ad hoc queries are likely to access more than one result
pages. The ranking of web pages for such queries should consider
additional information other than the original query, e.g., the user
clicks on previous result pages. Existing methods that utilize this
kind of information usually involve relevance feedback, which uses
the feedback information to explore the user’s intent. However,
due to the limitation of the feedback mechanism, it is difficult to
apply existing relevance feedback techniques to state-of-the-art
learning to rank models. In this paper, we propose a novel learning
to rank model for multi page search in which the user’s feedback
can be naturally utilized for improving the ranking of next result
page. The model, referred to as MDP-MPS, formalizes the ranking
of documents in multi page search as a Markov decision process
(MDP) in which the search engine corresponds to the agent for
constructing the document rankings in the result pages, and the
user corresponds to the environment for judging the rankings and
providing rewards. The policy gradient algorithm of REINFORCE
is adopted for learning the model parameters. Experimental results
on OHSUMED dataset showed that our approach outperformed
the baselines of traditional relevance ranking model of ListNet and
relevance feedback method of Rocchio.
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1 INTRODUCTION

The modern information retrieval interface typically involves mul-
tiple pages of search results and users are likely to access more than
one page. In many common retrieval scenarios, the search results
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are split into multiple pages that the user traverses across by click-
ing ‘next page’ button. The users examine a Search Engine Result
Page(SERP) by browsing the rank list from top to down, click on
relevant documents and return to the SERP in the same session. A
good multi-page search system should begin by a static method and
could continue to adapt the model based on the feedback from the
user. Relevance feedback method [7] has been proved very effective
for improving retrieval accuracy over the interactive information
retrieval tasks. As for the Rocchio algorithm [11], the search engine
gets the feedback information from the user, and then add weight of
the terms from known relevant documents or minus weight of the
terms from known irrelevant documents. Most relevant feedback
methods balance the initial query and the feedback information
based on a fixed value, rather than apply an adaptive coefficient for
each query and each set of feedback.

Learning to rank methods have been widely used for information
retrieval, in which all the documents are represented by feature
vectors to reflect the relevance of the documents to the query [8].
The learning to rank methods aim to learn a score function for
the candidate documents by minimizing a carefully designed loss
function. Our work considers the multi page search scenario, and
applies relevance feedback techniques to state-of-art learning to
rank models. The multi-page search process is an interactive process
between the user and the search engine. At each time step, the
search engine selects M documents to construct a rank list. The
user browses this rank list from top to down, clicks the relevant
documents, skips the irrelevant documents, and then clicks the
"next page" button for more results. In this paper, we mathematically
formulate the multi page search process as an Markov Decision
Process. The search engine is treated as the agent, which selects
documents from remaining candidate document set to deliver to
the user for satisfying the user’s information need. The state of the
environment is consist of the query, remaining documents, rank
position and user’s click information. We apply the soft-max policy
to balance the exploration and exploitation during training and
design the reward on the basis of IR measure metric. A classical
policy gradient policy method based on the REINFORCE is applied
to optimize the search policy.

In this paper, we propose a technical schema to use user feedback
from the top-ranked documents to generate re-ranking for the re-
maining documents. Compared with existing methods, our method
enjoys the following advantages: 1) Formulate the multi-page pro-
cess as an Markov Decision Process and apply policy gradient to
train the search policy which could optimize the search measure
metric directly. 2) Apply the Recurrent Neural Network to process
the feedback and improve the traditional learning to rank model
with the feedback information based on Rocchio.

We use traditional learning to rank method ListNet, RankNet
and RankBoost as the initial model to construct the experiments
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on OHSUMED dataset, simulate the interaction between the search
engine and user based on Dependent Click Model (DCM). The
experimental result show that our model can prove the ranking
accuracy for traditional learning to rank method and has better
generalization ability.

2 RELATED WORK

In interactive information retrial, several methods have been pro-
posed to utilize the relevance feedback information to modified the
model. Relevance feedback has been extensively studied and most
of the methods take it as a learning problem with s special treatment
of query. For example, the well known Rocchio algorithm [11, 12]
uses explicit feedback to improve query. The balance parameter is
usually set to be a fixed value across all the queries and collections.
However, due to the difference in queries and feedback documents,
it should be optimized for each query and each set of feedback.
In [10], presented a learning approach to adaptively predict the
optimal balance coefficient for each query and each collection and
given three heuristics to characterize the balance between query
and feedback information.

A similar approach was explored by [6], where formulated this
problem as a Bayesian sequential model and used a dynamic pro-
gramming approach for optimizing. In [16], [17] and [15], has
adapted Markov Decision Process to model the diverse ranking,
session search and relevance ranking process. Online learning to
rank methods aim to incrementally learn from user feedback in real
time and formulated as reinforcement learning problem in[5]. Dif-
ferent these methods, we take the multi page search scenarios, use
the Recurrent Neural Network to repress the feedback information
and modified the initial static learning to rank model inspired by
the Rocchio algorithm.

3 PROBLEM FORMULATION
3.1 Multi Page Search as MDP

The multi-page search process can be treated as an interactive
ranking process between the search engine and the user, just as
figure 1 shown. At each time step, the search engine selects M
documents from the candidate documents set to construct a search
result page and delivers it to the user. The user receives these
documents, browses them from top to down, clicks the relevant
documents and skips the irrelevant documents. Then, the user will
clicks the 'next page’ button, and the search engine constructs
another search result page from the remaining candidate document
by considering the user’s click information. This process can be
mathematically formulated as a Markov Decision Process(MDP),
which can be represented as a tuple (S, A, 7, R, w) composed by
states, actions, transition, reward, and policy, which are respectively
defined as follows:

State S describes the environment. In multi pages search process,
the state can be the ranking position to calculate the reward of the
received document, the relevant ranked documents, the irrelevant
ranked documents as well as the the remaining documents. A tuple
is given to describe the state s;:

[t x! xt, x!

i’ °c

1)

176

ICTIR’18, September 14-17, 2018, Tianjin, China

C User )
; I T

Feedback info v

clicked docs  skipped docs

allia

( ‘ } Search engine ‘ : : )

Figure 1: The Multi Page Search process.

where ¢ is the time step, Xrt and Xitr are the relevant ranked docu-
ments and irrelevant ranked documents lists respectively, X! is the
remaining documents set.

Action A is taken by the agent to influence the state of the envi-
ronment. At each time step, the search engine selects M documents
to construct the search result page. However, there are still an insur-
mountable number of possible rank lists, even if restrict the search
agent to only select M documents. To lower the computational
complexity of generating the search result page, we consider the
search engine select one document at a time. So, at the time step
t, a; € A(sy) represents to select a document X,;,(4,) € X! for the
ranking position ¢ + 1, where m(a;) is the index of the document
selected by a;.

Transition 7 (S, A) is the dynamic of the environment, which
can be described as a function 7 : S X A — S which maps a
state s; into a new state s;41 of the environment in response to
the selected action a;. For multi page search, select a document
a; means removing the document X4,y out of the candidate set.
And once the user clicks the 'next page’ button, the search engine
gains the judgements over the documents of current page. So the
transition function can be described by the following equation:
st = T8 X{L X Xc L ar)

ir’ " c

_ [t+1,X!+ {xr},Xitr + {xp }, X2\ {Xm(a,}] interaction
[t + 1, X7, XL XEN\ {Xim(a)}] otherwise
@)

where interaction means the user clicks the ‘next page’ button. And
{xr} and {xj,} is the rank list consisted by the relevant documents
and irrelevant documents of current page respectively.

Reward R(S, A) measures the influence to the environment by
the selected action. For multi page search, the reward should be
able to evaluate the quality of the chosen document. We design the
reward function on the basis of the IR evaluation measures, the
promotion of the DCG [3]:

2Ymlar) —1 =0
Rpca(se,ar) = 2Ym(ar) _1 , (3
T >0

where y,,(4,) is the relevance label of the selected document.

Policy 7(als) : AX S — [0,1] describes the behaviors of the
agent, which is a probabilistic distribution over the possible actions.
We apply a soft-max policy which based on the Gibbs distribution,
which could be described as:

exp {f(ar,st)}
YacA(s,) exp {f(ar, s1)} |

w(atlse) = (4)
where f(as,s;) can be seen as a score function to each documents.
The details of this score function f(as, s;) will be described in the
next section.



Short Paper Session 1: Al and IR

query
2Tg

RNN represent +
relevant Ne »
ducs WM TS Zk .
| ZL x|
RNN represent ~
irrelevant o) p p > Nir i
loc3 docs ¥
docs | ZA Vir i

Figure 3: Calculate the coefficient j.

3.2 Involve the feedback

Relevant feedback technology has been proved can effectively im-
prove the rank accuracy. For example, the well known Rocchio
algorithm [11, 12] uses explicit feedback to improve the user’s
query. The formula and variable definitions defined as:

Qt+l—aQt+ﬂZ| Z|D|

where, Q; is the i-th iteration queries, and D; represents the docu-
ment which has been delivered to the user.

Inspired by Rocchio algorithm, we try to improve the tradi-
tional learning to rank method based on the relevance feedback
technology. In traditional learning to rank settings [9] , the data
where x(= { (.. X(M"L} is the

query-document feature set for query q”, Y("):{yg"), . ,y;’}) } is the
relevance label set, and M, is the number of the candidate docu-
ments. The learning to rank methods aim to learn a score function
f(x), which is used to compute the relevant score for each candi-
date document. The search result rank list is generated by sorting
the candidate documents by these scores. We try to adopt Rocchio
style algorithm to update the score of the remaining documents

based on the user click feedback information from previous pages.

T X 2. %rel T 2 Xirrel
Jew(x) = f(x)+ f-x | > Xrell * | ¥ Xirrell ©

where x¢] and Xj,e] represent the query-document feature of the
relevant ranked document and irrelevant document respectively.
As equation 6 shown, the score of a remaining document is
formed by three part. The first part computes the score based on
the traditional learning to rank model, which learned by traditional
learning to rank method. The second part, measures the influence
from the relevant ranked documents, and the third part, measures
the influence from the irrelevant ranked documents. Note that the
normalization procedure ensures the equal emphasis of the impact
from relevant ranked documents and irrelevant ranked documents.
The parameters, ff and y, are set to describe the influence from
the relevant ranked documents and irrelevant documents. In this
paper, we apply an recurrent neural network (RNN) to represent
the ranked documents and calculate the parameters based on these

®)

is represented as {g", X", Y"}_ |
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Algorithm 1 MDP for Multi Page Rank

Input: Labeled training set D = {(q("), x(m), Y("))}nj\f:1
factor ¥, reward function R,

, learning rate 7, discount

rel

irrel irrel
out” Wi

Output: The model parameters © = {W"l wiel input’ WRNN®

input” VRNN’

1: Initialize the parameters © < random values

2: forepoch=1,2,3,--- do

3: A® =0

4:  for each query q do

5: Select top M documents from the candidate document set X¢ to construct
arank list {x}.

irrel
Wout }

6: The user bowsers the rank list, click the relevant documents {X.] } and
skips the irrelevant documents {Xire] }-
7: Initialize 5o < [0, {Xyel }.» {Xirrel }» Xc \ {x}], and episode & «— 0
8: fori =0to T do
9: fort=i«M+1to(i+1)*Mdo
10: Sample an action a; € A(s;) ~ m(as|ss; w)
11: Calculate the reward ry41 «— R(ss, ar)
12: Append (s, a;, ry+1) at the end of the episode
13: if mod(¢, M) == 0 then
14: Transit state by the relevant documents {Xy] } and the irrelevant

documents {Xjre] } On current page.
St+1 [“’LXrNI+{Xir}injl}/I"'{xirrel)*Xct\(xm(at)}]

15: else

16: State transition s;41 < [t+LXrM,Xi1rV[,XCI\(Xm(at)}]
17: end if

18: end for

19: end for

20: fort =0to (¢t +1)* Mdo

21: Gy e S\ M photy,

22: A® «— A® + ny'"1G, Vg log m(at|st; ©)
23: end for

24: end for

25 Update the model parameter © < © + nA®

26: end for

27: return w

represents. Figure 3 shows the details about how to calculate the
parameter f based on the relevant ranked documents.

el
hiy1 =0 (Wlmputxm(az) + WRNNht)
1
B = Wauhn,

where N is the total number of the relevant ranked documents.
The parameter y is calculated in a similar way.

™)

3.3 Learning with Policy Gradient

In this paper, we calculate the parameter  and y dynamically on
the basis of the relevant ranked documents and irrelevant ranked
documents. The parameters of our model can be represented as:

wirdl(9)

Wout
The policy gradient method [13, 14] is used to learn the pa-
rameters with the objective to maximize the expected discount

cumulative reward, which defined as:
M-T

L©)=Bgq[ ), 7!

=1

where & is the ranking list sampled by the search engine based on

current policy 7, M is the number of the documents per search page,

T is the number of interaction between the user the search engine,

7 is the discount rate which set as 1 to guarantee the consistency
over the objective and IR measure metric.

According to REINFORCE algorithm, the gradient can be

VoL(®) = 7' G Ve log me(arls:: ©).

rel errel wlrrel

rel
w Wout» input” ** RNN”

input> 7 RNN”

= {Wrel

©)

(10)
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Table 1: Ranking accuracies based on ListNet.

Method NDCG@1 NDCG@10 NDCG@15 NDCG@20

ListNet 0.4943 0.4438 0.4383 0.4401

Rocchio 0.4943 0.4438 0.4419 0.4405
MDP-MPS 0.4943 0.4438 0.4436 0.4453

Table 2: Ranking accuracies based on RankBoost.

Method NDCG@1 NDCG@10 NDCG@15 NDCG@20
RankBoost 0.5199 0.4521 0.4440 0.4449

Rocchio 0.5199 0.4521 0.4438 0.4359
MDP-MPS 0.5199 0.4521 0.4459 0.4452

Table 3: Ranking accuracies based on RankNet.

Method NDCG@1 NDCG@10 NDCG@15 NDCG@20

RankNet 0.5039 0.4347 0.4305 0.4335

Rocchio 0.5039 0.4347 0.4345 0.4335
MDP-MPS 0.5039 0.4347 0.4365 0.4358

which is further be estimated with Monte-Carlo sampling. Algo-
rithm 1 shows the procedure of optimize the parameters. At each
iteration, an episode is sampled according to current policy. Then,
at each time step ¢ of the sampled episode, the model parame-
ters are adjusted according to the gradients of the parameters
Ve log n(at|s¢; ©), scaled by the step size 7, the discount rate j7,
and the long-term return of the sampled episode starting from
position ¢, denoted as G; : Gy = ZkM:tT )?k’trt.

4 EXPERIMENTS

We simulate the user’s interaction by an evaluation setup proposed
in [5]. This setup combine datasets with explicit relevance judge-
ments that are typically used for supervised learning to rank with
recently developed click models. This click model is based on the
Dependent Click Model (DCM), a generalization of the cascade
model. The model posits that users travers result lists from top to
button, examining each document as it is encountered. We use the
perfect model, where all relevant documents are clicked and no
non-relevant documents are clicked.

The experiments are constructed over the learning to rank dataset
"OHSUMED". We take the classical learning to rank methods List-
Net [2] RankNet [1] and RankBoost [4] as the initial methods and
set M = 10 as it provides reasonable and meaningful results within
the scope of our test data set and is reflective of actual search sys-
tem. The grid search strategy is applied to find the best parameters
p € [-5,5] and y € [-5,5] based on the validation data set.

The table 1 and 2 give us the experiment results of our method
as take the ListNet and RankBoost as the initial learning to rank
model representatively. And the boldface indicates the highest score
among all runs. From the results, we can see that our methods can
outperform the Rocchio algorithm in both ListNet and RankBoost.
It should note that, Rocchio algorithm would decrease the perfor-
mance of the initial RankBoost method, as for different queries
satisfy different balance coefficient. However, our method MDP-
MPS gain a commensurate performance, which mean our method
has better generalization ability.

5 CONCLUSION

The paper formulates the ranking process in multi page search as an
Markov Decision Process and optimizes the model parameters with
policy gradient. Specifically, on the basis of a traditional learning
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to rank model, the traditional relevance feedback model Rocchio
is used to adapt it for the task of multi page search in which a
Recurrent Neural Network is used to represent the user feedback
information. Experimental results based on the OHSUMED dataset
showed that the proposed MDP-MPS model, initialized with the
document ranking generated by ListNet and RankBoost, can outper-
formed the corresponding baselines, respectively. The experimental
results showed the effectiveness of MDP-MPS for multi page search.
The results also showed that MDP-MPS has better generalization
ability in the multi page search task.
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