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Abstract During a two-day strategic workshop in February
2018, 22 information retrieval researchers met to discuss the
future challenges and opportunities within the field. The out-
come is a list of potential research directions, project ideas, and
challenges. This report describes the major conclusions we have
obtained during the workshop. A key result is that we need to
open our mind to embrace a broader IR field by rethink the def-
inition of information, retrieval, user, system, and evaluation of
IR. By providing detailed discussions on these topics, this re-
port is expected to inspire our IR researchers in both academia
and industry, and help the future growth of the IR research com-
munity.

Keywords information retrieval, redefinition, information,
scope of retrieval, retrieval models, users, system architecture,
evaluation

1 Introduction
The early idea of using computers to search for relevant pieces
of information was popularized in the article “As We May
Think” by Bush in 1945 [1]. During the six decades that fol-
lowed, we have witnessed the booming of information retrieval
(IR) in both industry and academia. Especially after Web search
engines were invented, the arising need for advanced IR tech-
nologies led to a huge wave of IR researches in our community.
This was reflected by the growing numbers of IR related con-
ferences, workshops, and contests, as well as the huge volume
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of ideas generated in those events.
However, during the past few years, many members in our

community have raised their concerns that IR researches seem
to be shrinking [2]. For example, the numbers of submissions to
major IR conferences (e.g., SIGIR) are keeping stable if not de-
clining, while those to the sibling conferences (e.g., KDD and
ACL) have significantly increased. Many IR related research
topics, such as recommender systems, multimedia retrieval, and
human computer interactions, have faded out and found their
new home (e.g., RecSys, ICMR, CHI). Some closely related re-
search areas, like natural language processing and data mining,
have been driven by the new engine of Big Data and Artificial
Intelligence, while the IR community seems to remain in its
traditional pace in contrast.

Given all of this, it seems necessary for us to have a reflection
on our current situation, and figure out the major challenges and
opportunities that the community is facing. With such a motiva-
tion, the Chinese IR community organized a strategy workshop
to discuss future challenges and opportunities within the broad
IR field on February 2nd and 3rd, 2018. The goal is to open our
mind by rethinking the definition of information, retrieval, user,
system, and evaluation. The expected output is a list of exciting
and challenging future research directions that we should de-
vote our time and energy to. In this paper, we report the major
conclusions we have obtained during this strategy workshop.

2 Redefining information retrieval
2.1 Motivations
Over decades, IR researches and applications have achieved
great success. Especially after the computer was invented, many
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solid IR technologies have emerged. For instance, the inverted
index [3], the vector space models [4], the probabilistic retrieval
models [5], the language models [6, 7], and the Cranfield eval-
uation methodology, etc. Driven by the invention of the World
Wide Web in late 1990s, Web search became one of the main re-
search areas in IR. Correspondingly, link analysis (e.g., PageR-
ank [8] and HITS [9]), query logs based ranking signals, and
the learning-to-rank techniques have been developed, which
enabled us to leverage the interconnectivity of billions of web
pages, the behaviors of millions of users, and the combination
of thousands of signals to make IR systems stronger than ever.

However, at the same time, the gap between the accessible
Web data in industry and academia is getting wider. This limits
the healthy evolution of the IR research community, especially
in the Big Data and Artificial Intelligence (BigData+AI) era.

As we have noticed, in the BigData+AI era, many research
fields have been greatly boosted, e.g., machine learning, natu-
ral language processing, computer vision, etc. However, our IR
community is a little bit losing its track comparatively. It would
be timely and helpful for us to perform a serious reflection on
the current situation of IR research whether the current com-
ponents of IR, e.g., system architecture, retrieval models, user
modeling, evaluation methodologies need to be refined or even
re-defined. With this motivation, we have organized a workshop
to collect the wisdom of crowds. We noted down some of our
discussions during the workshop in the following sections, with
the goal of pushing forward the Renaissance of IR research.

2.2 Dimensions of redefinition
During the discussions of this workshop, we consider the redef-
inition of seven dimensions of Information Retrieval. Here, we
summarize some basic ideas, whereas details of some of them
will be discussed in the next sections.

• Redefine information
The terminology information does not only refer to docu-
ments or webpages, but also involves a variety of informa-
tion. The richness of information could be characterized
by its openness of information (e.g., private or public), its
formats (e.g., webpages, microblogs, WeChat dialogue or
APPs), and its structure (e.g., free texts, tables or knowl-
edge graphs).
• Redefine scope of retrieval

The scope of retrieval should not be restricted to search-
ing indexed documents/web pages. It should also cover
the searching of user generated information (e.g., gener-
ated microblog posts/CQA contents), the combination of
different information resources, and the reasoning from
knowledges. Even further, we should not restrict our-
selves to retrieval, and should think about recommenda-
tion, text analytics, question answering, text summariza-
tion, chatbot, as well.
• Redefine retrieval models

Traditional retrieval models, which have been used for
decades, should also be refined. For example, the target
should be much border than a listwise ranking result. Be-
sides, more advanced technologies should be leveraged to
enhance the ability of retrieval models, e.g. deep learn-

ing, reinforcement learning, and adversarial learning. The
general principle is to synchronize the design of retrieval
models with the technical frontier of other fields, espe-
cially machine learning and artificial intelligence.
• Redefine users

Previously users are regarded as customer of IR systems,
however, today they are also contributors. The interac-
tions between users and IR systems should be emphasized
and investigated with a new paradigm. Game theory can
be utilized to model such user-system interplay, and cor-
responding learning algorithms, e.g., generative adversar-
ial networks, reinforcement learning, and game-theoretic
learning should be leveraged.
• Redefine system architecture

The architecture of IR systems should be redefined or re-
designed in order to index different types of data (struc-
tured or unstructured), integrate the cloud computing
technologies, have clearer interfaces, and build end-to-
end systems.
• Redefine evaluation

We should emphasize the online and interactive nature of
IR evaluation. A well-defined simulation system might be
necessary to bridge the gap between offline and online
evaluations.
• Others

Except the aforementioned topics, we also need to con-
sider other important factors, such as new IR theory, in-
terpretation of retrieval models, and so on.

The relations of different dimensions is illustrated in Fig. 1.
Based on the above outline, we have conducted extensive dis-
cussions on each aspect of redefinition as well as their related
topics (except the IR theory, which we believe requires more in-
depth study in a dedicated paper). We summarize these detailed
discussions as potential exciting and challenging IR research
topics in the next a few years.

Fig. 1 The relations of different dimensions

3 New definition and representation of infor-
mation
3.1 Motivation
Traditional informational retrieval systems are mainly based
on text retrieval. However, with the rapid development of In-
ternet, more and more data are generated by different ways.
The data are large-scale, multi-source, heterogeneous, cross-
domain, cross-media, cross-language, and dynamically evolv-
ing [10]. All these characteristics of big data bring new research
topics and massive challenges to information retrieval.
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3.2 Proposed research topics
Fusion of big data from heterogeneous sources
Data indexed by current information retrieval systems mainly
come from news websites, video websites, image websites etc.
However, with the development of Internet of things and mo-
bile Internet, the data sources should also include wearable de-
vices, mobile devices, smart home sensors, APP stores, etc.
Based on these different kinds of data resources, an effective
sharing mechanisms for data should be established for efficient
retrieval.

Representation of indexed data to be retrieved and understood
effectively
To index and retrieve the big and complex data accurately, ef-
fective data representation is a necessary step. The traditional
data representation in current retrieval systems is one-hot repre-
sentation, i.e., bag-of-words. For a given Web page with differ-
ent terms, it is represented as a vector where each dimension is
0/1 or a weight computed by TF-IDF corresponding to a term.
One-hot representation assumes that all dimensions are inde-
pendent. As a result, the similarity relations between words are
not inaccurate. With the development of representation learn-
ing, distributed representation denotes an object as a dense,
real-valued and low-dimensional vector. The object maybe a
letter, a word, a sentence, a document, an APP, a user, an item,
a query etc. A document can be represented by fusing differ-
ent levels of granularity (character, word, sentence, passage,
document). After objects and queries are denoted into a unified
space, it is easy to compute the similarity between them accu-
rately.

Representation of extracted knowledge to answer users queries
directly
After knowledge is extracted, it should be represented within
a common semantic space in order to be used for informa-
tion retrieval systems. At present, knowledge graph is the most
popular form of knowledge which is represented as a series of
triples, i.e., head entity, tail entity, relation between head and
tail. Entities and relations are also denoted as the dense, real-
valued and low-dimensional vectors with distributed represen-
tation learning. These vectors form a unified semantic space in
which knowledge can be transferred across sources, domains
and models. Finally, the next generation retrieval systems can
understand users queries better, retrieve relevant objects more
accurately with the help of knowledge. Furthermore, for some
difficult queries that cannot be matched from the Web directly,
knowledge graph can be used to infer the correct answers.

3.3 Research challenges
Some challenges will be faced by the next generation retrieval
systems with the development of Internet and new technologies.

(1) Cross source/domain/mode/language data indexing. Data
to be indexed will come from many new sources such as wear-
able devices, tensors. How to design a new approach to aggre-
gate and index data from multiple sources, domains, modes,
languages and views in order to retrieve the diversity results
effectively and accurately is a challenge.

(2) Cross source/domain/mode/language data representation.
How to learn distributed representations for different informa-
tion objects or users information needs from multiple sources,

domains, modes, languages and views considering their con-
tents, relations, structures and faces in order to compute the
similarity accurately between them is another challenge.

(3) Knowledge graph representation and indexing. Knowl-
edge graph is especially useful for open domain information
retrieval tasks. How to best construct, represent, index and uti-
lize knowledge graphs so that they are maximally useful for the
next generation retrieval system is also a challenge.

(4) Data sharing mechanism. How to build an open mech-
anism to share deep processed and high value data (private or
public) among different research institutions and enterprises un-
der the protection of privacy in order to satisfy different users
needs is a challenge, too.

4 Enlarged scope of retrieval
4.1 Motivation
Conventional information retrieval [11] has, to some extent,
the underlying assumption that users’ information needs, rep-
resented with the issued keyword queries, can be satisfied with
a list of ranked documents. The documents are retrieved from
a static document collection and ranked according to the rele-
vance of the document to the query. Based on the assumption,
different relevant ranking models, also called retrieval models,
have been proposed and successfully applied in search engines.

Recently, however, this assumption has been challenged by
the development of Web and the emergence of variant ap-
proaches to accessing information. Researchers realize that in-
formation retrieval is not equal to document ranking or retriev-
ing a list of documents. The limitations of conventional IR mod-
els and systems include:

(1) Users must know in advance what information they need,
and then try to pull the information from the static document
set.

(2) Information retrieval systems are generally uni-
directionally query-based. They are only able to respond to spe-
cific user requests. They can generally neither proactively gen-
erate information for users, nor even respond to queries in a
user-specific fashion.

(3) The documents indexed in IR systems are relatively fixed
and the provided information is directly selected from the in-
dex. Any indirect knowledge available through analysis of cur-
rent information, or implicit knowledge inherent in the patterns
of information retrieval, cannot be exploited to enable push of
user-specific content or to enhance semantic representations of
content.

(4) Listing a list of documents ranked with relevance is far
from the optimal way for representing the retrieval results. To
satisfy users’ information requirement, an answer directly sum-
marized from the relevant documents is a better output, which
is beyond the current ranking based optimization target.

Overall, for better satisfying users information needs and im-
proving their search experiences, IR systems are expected to go
beyond the simple relevant document ranking. There are more
and more demands on moving from existing information re-
trieval paradigm to general information access.

4.2 Proposed research topics
From active information retrieval to passive information re-
trieval
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At present, IR systems assume that the users know exactly in
advance what information they need. They also have the abil-
ity of summarizing their information needs as keyword queries.
This is usually called active information retrieval as the users
actively issue queries and wait the systems to answer the queries
with document lists. In active information retrieval, the burden
on search users is high as the users need to represent their search
intent with keyword queries accurately and instantly. In many
cases, this is hard or even impossible for search users.

In passive information retrieval, on the other hand, the key-
word queries are no longer necessary for pushing the informa-
tion. The user is kept to be updated with new information after
some initial configurations. For example, the users may want to
be notified if there are some new publications in a particular re-
search topic or there are some new citations to some particular
papers. In some extreme cases, the retrieved resources are not
merely stored statically but are reported more or less promptly
to those who are interested or are assumed to be interested. For
example, the information resources can be periodic reports gen-
erated by some information systems.

Going beyond retrieving a closed set of documents
Current IR systems are designed to retrieve a static set of doc-

uments. Thus, once been deployed, the indexed documents are
remains relatively fixed and can be updated periodically with
newly retrieved documents. Users can get the most relevant
documents, but of course, they are fetched by the IR systems
from a closed document set.

Ideally, an IR system can not only retrieve information from
the closed document set, it can also provide users the generated
and modified new information, for better answering the user
queries.

Going from search engines to analytic engines
Existing search engines are designed for finding the docu-

ments that may satisfy users information need, by issuing sim-
ple keywords as queries. Users need to browse and read the
results and summarize the information contained in these docu-
ments by themselves. This usually costs much user efforts when
users have complex information needs, such as doing a sur-
vey on a research topic or learning about the latest progress
on an event. It would be great if search engines can directly ex-
tract and aggregate relevant information nuggets (such as top-
ics, events, person names, locations, organizations, etc) from
search results, and provide a kind of multi-dimensional interac-
tive analytics to users. Users can click on a dimension item, and
drill down into the information they are interested in. This is a
kind of text analytical service like OLAP [12] in the database
field. This could significantly reduce user efforts on reading and
summarizing documents by themselves, and narrow the gap be-
tween real user information need and the information returned
by IR systems.

New functions for information retrieval
With the development of internet services, there are much

more diverse information needs that can be categorized into the
area of information access, which can be an important research
problems in the broader IR area. In addition to a traditional IR
system, users may need other kinds of services, like recommen-

dation, text analytics, question answering, text summarization,
chatbot, etc. Different from the existing IR systems (such as
search engines) which focus on retrieving relevant documents
that already exist on the web, these services may provide direct
answers or higher-order knowledge to users, or move from the
traditional ten blue links to conversational IR [13].

The comparison of traditional and new methods in the scope
of retrieval is illustrated in Table 1.

Table 1 The comparison of traditional and new methods in the scope of re-
trieval

Traditional methods New methods

Active information retrieval Passive information retrieval
A closed set of documents Generated and modified new information
Search engines Analytic engines
Retrieval function Other services

4.3 Research challenges
There are several challenges when we go beyond the existing
IR paradigm.

(1) Currently, search engine is a successful IR application
and it significantly impacts the IR research community. New
killer applications are needed to demonstrate the usefulness and
effectiveness of these new IR approaches.

(2) How to effectively evaluate the new IR approaches is a
challenge. It is usually hard to improve the quality of algorithms
without a clear evaluation criterion. The complexity of the new
IR functions we proposed above is much higher than retrieving
a simple document list, and we need carefully design corre-
sponding evaluation metrics for these tasks.

5 AI-Enhanced retrieval models
5.1 Motivation
IR models lie in the heart of the information retrieval research
field. Different techniques have been proposed and applied in
IR models, from traditional heuristic methods, probabilistic
models, to new machine learning to rank techniques. Recently,
with the advance of new AI technology, such as deep learn-
ing and reinforcement learning, a lot of research areas have
been pushed forward, including speech recognition [14], com-
puter vision [15], and natural language processing [16]. This
has led to expectations that these novel AI techniques are likely
to demonstrate similar scale of breakthroughs on IR tasks.

During the past few years, we have witnessed the growing
body of work in applying deep neural networks in IR mod-
els. There have been related workshops, such as SIGIR Neu-IR
workshops [17, 18], encouraging the discussions and develop-
ment of new IR models with neural networks. However, we are
still in the early days in leveraging AI techniques for IR mod-
els. Unlike in computer vision or natural language processing,
few positive results have been reported in IR with new AI tech-
niques. We are still waiting for exciting new breakthroughs in
this field. Meanwhile, there are broad AI methods, beyond deep
neural networks, to be explored to enhance IR models. These
new techniques, like generative adversarial networks [19] and
deep reinforcement learning [20], could lead to new IR models
as well as the definition of new IR tasks.

To incorporate novel AI techniques to enhance IR models,
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we need to clear up, to what IR applications could AI tech-
niques be applied, to what extent could AI techniques bring in
retrieval performance, what will be the challenges in this en-
hancement, what are the basic influences in IR models, and the
deficiency as well as the most overlooked places.

5.2 Proposed research
The proposed research can be divided into the following four
major areas. The comparison of traditional and new retrieval
models is illustrated in Table 2.

Table 2 The comparison of traditional and new retrieval models

Traditional models New models

BM25
Language model for IR

Learning to rank

Neural representations
Deep neural networks

Reinforcement learning
Adversarial methods

IR models with neural representations
By encoding texts or images into real-valued vector repre-

sentations, neural representations have shown their ability in
capturing the semantic meanings of the objects, and demon-
strated incredibly power in natural language processing and im-
age recognition. These neural representation techniques could
also bring significant changes to IR by altering the fundamen-
tal representations of queries, documents and so on. Example
research questions include:

• How to leverage neural representations to enhance the
modeling of different IR objects, such as queries, docu-
ments, images, questions and answers? What are the ma-
jor benefits?
• How similarity/relevance estimation can be enhanced via

neural representations?
• How to improve the efficiency of learning good represen-

tations for queries and documents?
• How can neural representations be efficiently indexed for

online access?
• How to leverage neural representations to enhance cross-

modal search?

IR models using deep neural networks
Deep neural networks have shown promising results in mod-

eling complex tasks with their ability of approximating arbi-
trary functions. It is natural to apply these powerful models for
IR, but it is limited by simply using them to pushing up the re-
trieval performances. There are still many important questions
we need to tackle when applying deep neural models for IR,
such as:

• What are the right architectures of neural networks for
different IR tasks?
• How can deep architectures give us new insights about

core IR problems?
• What are the appropriate training data, test data and toolk-

its for neural models for IR?
• How can we interpret the learned deep neural models for

IR?

• What are the relationships between neural models and tra-
ditional models for IR?

IR models using reinforcement learning

Reinforcement learning is to learn how to interact with envi-
ronment by maximizing a future reward. The recent progress
in combining deep learning with reinforcement learning has
achieved a lot of momentum especially in computer games
[20, 21]. Since IR in essential is about the interaction between
users and information, or users and search systems, it is natural
to utilize reinforcement learning methods for IR tasks. We list a
few potential research directions where reinforcement learning
could be applied to enhance IR models:

• Online learning to rank in order to optimize an IR model
dynamically over time
• Session search where users aim to complete a complex IR

task with multiple steps in a session
• Conversational search where multi-turn interactions be-

tween users and systems are involved to obtain the target
information
• Some complex ranking tasks, e.g., diversified search,

where independence between documents no longer holds
and a list needs to be optimized according to multiple cri-
teria
• User modeling where a dynamic user profile needs to be

obtained in order to achieve personalized search or rec-
ommendation

IR models using adversarial methods

Adversarial methods is among the important progresses in
recent AI researches, which is useful to produce robust models
by introducing adversarial samples or signals. The same idea
has also been applied in generative models, i.e., GAN [19],
where the generator tries to generate adversarial instances that
can cheat the discriminator, while the discriminator tries to be
robust to the adversarial instances. It would be promising to
borrow these ideas into IR and we have already witnessed some
success in this direction, like IRGAN [22], but there is still
much space to be explored:

• How to construct a robust ranking model by involving ad-
versarial instances?
• What are the adversarial samples in different IR tasks and

how to generate them automatically?
• Is it possible to leverage GAN to automatically generate

search results, user queries, answers and so on?
• Is it possible to use adversarial idea to model the learning

and evaluation processes?

5.3 Research challenges
Reproducibility: Many AI enhanced IR models (e.g., neural

IR models) often consist of a large number of free param-
eters to be learned, thus require large quantities of labeled
training examples. Due to the lack of large scale pub-
lic datasets, many recently published models have been
trained and evaluated on private industrial datasets. Their
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results cannot be fully recovered as their datasets are often
not available to academia. Moreover, since these models
often consist of many hyper-parameters as well as some
detailed tuning tricks which are often missing in pub-
lished papers, these problems make the issue of repro-
ducibility more serious.

Generalizability: The generalization ability of modern com-
plex AI models is still unclear. Most of them involve large
number of hyper-parameters, making them vulnerable in
transferring from one dataset to another. This is largely
different from many traditional IR models, which are usu-
ally simple but can achieve robust performance out of
the box over different datasets. Therefore, we require bet-
ter understanding on the key design principles of AI en-
hanced IR models to guide us to choose the proper archi-
tectures for different IR tasks.

Interpretability: AI enhanced IR models, e.g., some deep
neural IR models, may behave like a black box and hard to
interpret. This is mainly due to many nested non-linearity
functions and the end-to-end training fashion. However,
when IR models are applied to accomplish many practi-
cal tasks, the interpretability of the results as well as the
model itself becomes critical.

Evaluation: With AI enhanced IR models, many traditional
benchmark datasets as well as evaluation metrics may no
longer fit well. Meanwhile, many complex tasks, such as
conversational search and proactive search, could be taken
into consideration. Therefore, the development of stable
and discriminative metrics for these novel scenarios and
new models become urgent. A combined progress on met-
rics and models may serve as a new breakthrough on this
direction.

6 Expanded role of users
6.1 Motivation
User is an important part of an IR system. Although historical
user behaviors have been widely used in IR systems to improve
the ranking quality [23, 24], users are mainly treated as con-
sumers who use IR systems to find the information they need.
Users are usually separated from the IR system, and are not
considered as a part of the information process workflow. From
another perspective, users are assumed to be consuming data,
but not “generating” data.

In recent years, with the rapid growth of social networks [25],
users are no longer simple consumers, but can produce data,
proactively or passively. These data can be consumed by other
users or be used for boosting quality of the retrieval service.
Users play a more important role in an IR system. We need to
carefully rethink the definition of users when designing a new
IR system, taking users as an important part of the system.

6.2 Proposed research topics
Including users in the IR circle

The fundamental problem is to redefine the role of users
in IR systems. More system functions need to be designed
and studied for proactively encouraging users to generate data,
without additional overload. Efforts need to be spent on go-
ing from existing document-centric information architecture, to

user-centric one. More information retrieval activities should
be redefined to include users in the information producing and
consuming circle.

User profiling and personalization
In existing IR systems, personalization is not fully demon-

strated to be effective [26]. Sometimes, improper personaliza-
tion may harm the relevance of results and affect user experi-
ence. In most search engines, personalization is mainly about
customizing search results based on users’ location and lan-
guages. The full advantage of personalization is not exploited
due to the complexity of user interest and personalization algo-
rithms. How to control the quality of personalization and im-
plement an effective search result personalization system is still
a grand challenge.

Personalization and diversification
In recommendation systems, it becomes a concern to gen-

erates over-personalized results. Users usually need diversified
results that are relevant to their information need. It is an inter-
esting problem that how to balance personalization and diversi-
fication, to improve overall user satisfaction.

User-centric evaluation for IR systems
The goal of IR system is to fulfill users’ information need

and make the user satisfied with the overall search experi-
ence. Traditional system-centric evaluation paradigms (e.g., the
Cranfield-style evaluation) are based on a set of (over-) sim-
plified assumptions about users and therefore cannot perfectly
measure the actual user satisfaction and preference. By re-
considering and emphasizing user’s role in the search process,
we can develop new evaluation paradigms and methods that are
more aligned to users experience for IR systems.

6.3 Research challenges
Privacy protection

There is always a trade-off between utilizing user data to im-
prove service quality, and protecting user privacy. The user pri-
vacy protection problem raises more and more public attention
in recent years.

Supporting complex search tasks
When completing a complex search task, the user usually

needs to submit multiple queries to search engines to tackle
each subtask separately or to gradually learn about a topic in
the multi-query session. Such a complex search task is still
considered as challenging for the user and the success of this
task may heavily depend on users’ iterative querying behav-
ior. Therefore, it is important for the IR system to build a task-
level or session-level user model, and to provide necessary sup-
ports (e.g., query suggestions and task-aware ranking) in this
scenario.

Understanding users in heterogeneous environments
In recent years, users use IR systems in different environ-

ments such as mobile search, image search [27], product search,
job and talent search. Users’ search intents, strategies, and be-
havior may change dramatically in different search environ-
ments. Therefore, it is crucial to analyze and understand users
using different IR systems in different environments.
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Correct and accurate interpretation of user behavior
Although historical user behavior is a valuable information

source for improving the quality of retrieval service, it is also
known as noisy and biased [28]. For example, previous studies
have shown that user clicks are heavily influenced by the po-
sition bias, and proposed a series of click models to calibrate
the biased CTR signals and extract unbiased relevance feed-
back. We need further careful investigation on the intrinsic bias
in user behavior if we want to exploit it to improve the search
system.

7 New system architecture
7.1 Motivation
In recent years, the rapid development of mobile information
services and large-scale expansion of personalized and special-
ized information resources provide unprecedented potential and
new opportunities for information growth.

With the development of the next-generation Internet, in-
formation resources tend to be largely distributed. Every Web
user would publish messages and share information in social
circles, which makes Web information substantially heteroge-
neous, highly aggregated, and socially shared. The social ag-
gregation feature and distributed divergence trend present grand
challenges to the existing information retrieval system architec-
ture.

Though the HTTP-based Web encourages a high degree of
centralization, emerging technologies and protocols such as
Block Chain [29] and IPFS (inter planetary file system) [30]
are trying to establish a trust-driven decentralized Web service.
In addition, information resources will probably be content-
based addressed, instead of domain-based addressed. Informa-
tion sharing is limited to certain range and requires credit as
well as permission. It is foreseeable that new technologies will
be of profound impact to information retrieval.

According to the re-definition of IR, users will be core part of
the IR framework, not simply participants. To adapt to the rapid
accumulation of information resources and the development of
new technologies, revolutionary changes for the IR architecture
are necessary.

7.2 Proposed research topics
Information retrieval framework for fully decentralized network

Current Web information retrieval mainly relies on super
large search engines such as Baidu, Google, and Bing, etc. In
a fully decentralized network, each user may build and main-
tain a search engine and provide search services in a distributed
cooperation environment. The capability of users to obtain and
retrieve information depends on their credit and authority.

Existing distributed information retrieval (DIR) methods
may not be suitable for distributed retrieval in the decentralized
network because most of the existing DIR methods are inher-
ently centralized. Therefore, it is necessary to re-design a new
distributed information retrieval framework for a fully decen-
tralized Web, in which the retrieval requests can be quickly and
accurately responded wherever the search request comes from,
as long as there is enough credit and permission.

Information collection on complex network structure

With the development of next generation network technolo-
gies, the network structure will inevitably be more complex and
divergent. The network structure significantly influences the ef-
ficiency and effectiveness of information collection. Another
factor that affects the collection of information is the way infor-
mation is provided and shared. The development of social net-
work will essentially change the way of traditional information
crawling. It is necessary to study the complex network structure
of future Web, and deeply harness the relationship between net-
work structure and distribution characteristics of information
resources, to enable the efficient access to high-quality infor-
mation collection.

Distributed indexing and exchanging mechanism
Future information resources will probably be content-based

addressed, each file (content) has the uniqueness of existence.
When a file is added to Web, a unique encrypted hash value
is assigned to the content based on calculation. Such mech-
anism will change the way that using domain names to ac-
cess web content, and present challenges to the existing in-
verted indexing mechanism. It is necessary to design efficient
distributed indexing mechanism that facilitates various content
representations, and meanwhile efficiently supports the sharing
and exchange of distributed information with permissions un-
der a well-established credit system.

Search results fusion in distributed heterogeneous environment
The fusion mechanism of retrieval results has always been

a critical issue in distributed IR systems. On a decentralized
network, the existence of massive retrieval units and numerous
distributed heterogeneous resources will result in more critical
challenges to traditional solutions. How to select and integrate
the most useful information from massive search engine units is
a crucial problem. The credit of information sources will play
a key role. It is necessary to study credit rewarding mechanism
and develop credit based fusion algorithms to reduce the cost
and enhance the efficiency of result fusion.

7.3 Research challenges
Due to the rapid development of the distributed Web, and the
potential changes caused by new technologies, the IR frame-
work will face a wide range of challenges.

(1) More and more data structures are appearing in the Web.
How to define a unified data structure is a critical problem for
content-based addressing. Moreover, information will be his-
toric versioning, allowing multiple nodes to manipulate differ-
ent versions of the content. It is a great challenge to design
content-based addressing to support unified information rep-
resentation of different data formats and support multiple ver-
sions’ retrieval.

(2) New retrieval framework must support consensus mech-
anism in the fully distributed and decentralized settings (such
as blockchain and its service of transaction). However, cur-
rent consensus mechanism of blockchain is highly dependent
on computing resources and energy consumption [31, 32], and
it is challenging to develop new consensus mechanism which
can support fast and efficient retrieval.

(3) In a distributed environment, the cooperative ways of
distributed nodes are very important. How to establish a well-
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defined credit system and apply credit to reliable and trustwor-
thy exchange of original information or indexing is a major
challenge.

(4) Due to the numerous search engine nodes and a huge
number of documents, the storage architecture of indexing
should be carefully re-designed. It is a significant challenge to
design an efficient distributed indexing architecture for content
representation, and exchange protocols of index files among
distributed search engines under privacy protection for highly
efficient and secure retrieval.

(5) A huge number of search engines in decentralized dis-
tributed Web will exist. How to quickly locate related search
engines based on content-based addressing and efficiently re-
spond to users with precise fusion results will be a major chal-
lenge.

8 New evaluation methodology
8.1 Motivation
Evaluation has a long history in the area of IR [33]. The basic
IR evaluation methods are based on the test collections shared
by researches, which contain a corpus, queries, and relevance
assessments. In recent decades, researchers have explored vari-
ous strategies to evaluate search performance [34].

Previous evaluation methods can be roughly divided into
three types: (1) The basic evaluation methods usually try to di-
rectly measure returned relevant information objects of the sys-
tem. (2) Large-scale log studies have also been proposed and
used for this task at search engine companies. With the col-
lected retrieval logs, researchers can observe interests and in-
formation needs of searchers. (3) Researchers defined and pre-
scribed a small number of topics. Then, users are asked to find
information of these topics. They may also be required to pro-
vide feedback via questionnaires.

Although previous methods have been successfully used for
evaluating IR tasks, there are several issues which we need
to pay attention to. Firstly, the information needs of users
in existing evaluation models are less considered. Although
questionnaires-based methods can provide some information
about the actions of users, they cannot be used for large scale
evaluation. Secondly, the dynamic nature of Web may highly
impact the retrieval objective over time. Thirdly, there are many
complex IR tasks which do not have stable and definite end
points. Hence, the aim of this proposed research area is to com-
bine the advantages of these two kinds of methods to provide
new effective methods for IR evaluation.

8.2 Proposed research
The proposed research can be divided into four major areas:
(1) evaluation of spatial and temporal aware multi-recourse re-
trieval, (2) modeling the users, (3) crowdsourcing evaluation
methods, and (4) dynamic datasets for complexity tasks.

Evaluation of spatial and temporal aware retrieval systems
The first research area is related to how to evaluate the per-

formance of spatial and temporal aware retrieval. Due to the
continuous increase of mobile search, the objects of users may
dynamically change in different location at different time. The
retrieval needs are complex and cannot be clearly defined. It
becomes a challenging task to evaluate whether the retrieved

documents, images, point-of-interests or even different kinds of
sensors satisfy these needs by combining traditional notions of
relevance and spatial and temporal information.

Understand the general Web search users
The second research area is related to how to understand the

general Web search users [35]. Existing evaluation methods are
usually focused on the experienced users with clearly defined
tasks. However, there are many different kinds of Web search
users. Modeling users can be achieved from the characters of
users and the aims of users on the topic, using different kinds
of resources. Hence, how to model the differences of users and
how to integrate the uses’ modelling into the evaluation metric
is an important and challenge research problem.

Crowdsourcing based evaluation
The third research area is how to use crowdsourcing platform

to do the evaluation. Traditional interactive evaluation method
needs laboratory for users to evaluate the systems. Hence, it is
a time consuming and expensive task, and cannot be used for
large-scale data sets. Crowdsourcing platforms provide an op-
portunity to achieve the problem. A large number of users may
participate in the evaluation. However, the quality of evalua-
tion from crowdsourcing platforms is usually lower than on site
evaluation. How to design and provide description information
for ordinary users is a challenge problem.

Evaluation dataset construction
The fourth research area is related to how to construct

datasets used for evaluation. The datasets should contain doc-
uments, information seeking requirements, and golden stan-
dards. Previous methods usually constructed static dataset to
facilitate evaluation. Different types of documents and different
kinds of queries should be incorporated into the dataset. More-
over, a novel direction is to construct datasets that can be dy-
namically changed for realistic evaluation.

8.3 Research challenges
Evaluating IR systems need participation of different kinds of
users. However, users are difficult to measure. Peoples with dif-
ferent backgrounds, cultures, languages may provide different
feedback for the same thing. Even a single person under dif-
ferent circumstance may give different result. Hence, how to
model user is an important task and is also one of the most im-
portant challenges in this task. This kind of information can be
represented by user models.

How to obtain large-scale resources for academic commu-
nity is another challenge for this task. Potential datasets should
contain millions of searching records by thousands of users.
From laboratory, the interviews of users and videos recordings
of screens may also provide valuable information for this task.
However, these datasets are expensive to construct and the pri-
vacy protection is also an important issue for publicly sharing
these dataset.

9 Other research topics
9.1 Explainable information retrieval
9.1.1 Motivation
For a long time period IR systems mostly focus on finding rel-
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evant results as efficiently and effectively as possible. However,
the explainability of IR systems were largely neglected [36,37].
The lack of explainability mainly exists in terms of two per-
spectives, 1) the outputs of the IR systems (i.e., search or rec-
ommendation results) are presented to end users without expla-
nations, and 2) the inner mechanisms of the IR systems (i.e.,
search or recommendation algorithms) are gray or black boxes
to system designers.

This lack of explainability for IR systems leads to major
problems in practice [38]. Without making the users aware of
why certain results are provided, IR systems may lose its reli-
ability and become less effective in making the users trust the
results. More importantly, many IR systems nowadays are not
only useful for information seeking, but also useful for compli-
cated decision making by providing supportive information and
evidences. For example, medical workers need retrieve compre-
hensive healthcare documents to make medical diagnosis [39].
In these critical decision-making tasks, explainability of the IR
systems are vital so that users can understand why a particular
result is provided and how to take advantage of the result for
taking actions.

Recently, deep neural models have been widely used in IR
systems [40–44]. Though researchers have achieved notable
success in neural IR systems, the complexity and the lack of
explainability of neural models further emphasize the impor-
tance of the research of explainable IR. To bring explainability
to IR systems, there is a wide range of research topics for the
community to address in the coming years.

9.1.2 Proposed research topics
Leveraging heterogeneous information for explainable infor-
mation retrieval

Modern IR systems not only deal with textual documents, but
also a lot of heterogeneous multi-modal information sources
[45]. For example, Web search engines have access to docu-
ments, images, videos, audios as candidate results for queries;
e-commerce recommendation system works on user numerical
ratings, textual reviews, product images, demographic informa-
tion, etc., for user personalization and recommendation; and
social networks leverage user social relations and contextual
information such as time and location for search and recom-
mendation.

Current systems mostly leverage heterogeneous information
sources to improve search and recommendation performance.
A lot of research efforts are needed regarding how to jointly
leverage heterogeneous information sources for explainable IR,
including research tasks such as multi-modal explanation based
on aligning two or more different information sources, transfer
learning over heterogeneous information sources for explain-
able IR, cross-domain explanation in IR systems, and so on.

Personalization in explainable information retrieval
To improve the persuasiveness, trustworthiness, transparency

and effectiveness of explainable information retrieval systems,
explanations should be personalized for different users. Cur-
rently, most of explanations used in search and recommenda-
tion are generated based on data mining techniques such as
frequent pattern mining and association rule mining. For ex-
ample, in e-commerce, the most commonly used explanation

is “a certain percentage of users who bought this also bought
that” [46], and in social networks the explanation “a certain
percentage of your friends also viewed” is generated based
on graph mining algorithms [47]. These explanations are not
closely coupled with the user’s personalized preferences, and
they are also not necessarily related to the IR models that gen-
erate the search/recommendation results. As a result, more re-
search efforts are needed to explore personalized explainable IR
algorithms and systems.

Fusion of explanations from different models
Different explainable IR models may generate different ex-

planations. We usually have to design different explainable
models to generate different explanations for different purposes,
and the explanations may not be logically consistent. When the
system generates a lot of candidate explanations for a search or
recommendation result, a great challenge is how to select the
best combined explanations to display in a limited space, and
how to fuse different explanations into a logically consistent
unified format. Solving this problem requires extensive efforts
to integrate statistical and logical machine learning approaches,
and to bring in a certain ability of logical inference to explain
the results.

Evaluation of explainable information retrieval systems
Evaluation of explainable IR systems remains an important

problem. Explainable IR systems can be readily evaluated with
traditional IR measures to test its search/recommendation per-
formance. To evaluate the explanation performance, a currently
reliable protocol is to test explainable vs. non-explainable IR
models based on real-world user study, such as A/B testing
in practical systems or evaluation with online workers in M-
Turk [48]. However, there is still a lack of offline measures
to evaluate the explanation performance. Evaluation of expla-
nations is related to multiple perspectives of information sys-
tems, including persuasiveness, effectiveness, efficiency, trans-
parency, trustworthiness, user satisfaction, etc. Developing re-
liable and easily usable evaluation measures will save a lot of
efforts for offline evaluation of explainable IR systems.

9.1.3 Research challenges
Due to the increasing demand of explainability to support com-
prehensive decision-making tasks in information systems, there
are a lot of challenges and opportunities ahead.

(1) Due to the heterogeneous nature of the available data
in many information systems, how to integrate information
sources with various forms for explainable retrieval is a great
challenge.

(2) To support comprehensive decision-making tasks, ex-
plainable retrieval models should have the ability to organize
different explanations in a logically consistent manner to better
help decision makers.

(3) Similar to personalized search and recommendation
tasks, the explanations should also be personalized and care-
fully tailored to different users to improve the effectiveness.

(4) Reliable and general applicable offline evaluation mea-
sures and protocols will help evaluate explainable retrieval sys-
tems more efficiently.
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9.2 Ubiquitous information retrieval
9.2.1 Motivation
With the rapid development of IoT (Internet of Things), users
are able to address their information needs anywhere at anytime
for anything [49]. Traditional search engines based on desktop
computers are therefore facing both challenges and opportuni-
ties. Imagine that one day you wake up at home, your personal
assistant (like Amazon echo) will tell you the most important
news today. Then you may drive to work, and the car will au-
tomatically find the most convenient route to your office. The
very powerful search engine will greatly boost your confidence
at work. These are not just imagination, but what is going on in
our daily life. Almost every application is constructed based on
search. We believe that in the next few years, ubiquitous search
will be one of the most promising directions for IR community.

9.2.2 Proposed research topics
Search with ubiquitous devices

According to a report from Google in 2015, the search traf-
fic from mobile devices has exceeded that from conventional
desktop devices. This massive shift in search scenario forces
both industry and academia to redesign existing technologies
in the context of mobile search.

Mobile search is different from desktop search in many as-
pects: 1) Users are searching for different things using mobile
device, e.g., more for entertainment and image, but less for
business. 2) Most mobile devices are equipped with a touch-
able screen, which enables a completely different way of inter-
action. Meanwhile, mobile devices present much less content at
a time due to the limited screen size. Thus, users have to incur a
higher interaction cost in order to access the same amount of in-
formation. 3) Mobile devices also provide much more space for
search. For example, it is much easier for search engines to op-
timize search results with the geographic location. Considering
the differences between mobile and desktop search, it is nec-
essary to calibrate existing techniques to provide better search.
Some important research issues include ranking, presentation,
personalization, and evaluation.

Search should not be limited to mobile phones or desktop
computers. It is possible to search with various intelligent de-
vices. Users’ interactions may be performed in different ways
with different devices. For instance, with a smart speaker, users
may ask some questions. The results might be retrieved from
a knowledge base and will be presented with voice. The re-
sponse should be as accurate as possible since users can hardly
select a relevant result from multiple ones as the current desktop
search engines. When applying IR application to a new device,
the technique should be carefully designed and evaluated adap-
tively. It is also possible that the future search on various de-
vices will be unified by something like Apple Siri or Microsoft
Cortana.

Search for ubiquitous data
Traditional search engines originate from library search and

mainly focus on textual search (e.g., Web search). Modern
search engines can automatically identify the specific kind of
resource that a query may reflect (like maroon 5 for music) and
integrate these results into search result pages, which are re-
ferred to as vertical results. Although existing researches have

already invested a lot to support search among multi-modal and
multi-source data, we believe that the ability of searching for
ubiquitous data is still far below our expectation.

In the near future, query is not restricted to textual content.
Some intents can be described by language while some oth-
ers are not. For example, it is difficult to describe the shape of
maple leaf, or the smell of grass. Search for ubiquitous data is
facing the following important problems:

1) Intent understanding Intent understanding is always the
bottleneck of search techniques. Search engines need to identify
the specific kind of data (such as images, video, and etc.) that
users may want to find.

2) Cross-modal representation To support cross-modal
search, data resource, as well as users’ queries need to be rep-
resented in a unified semantic space.

3) Whole-page optimization By far most of existing rank-
ing models are explicitly or implicitly based on PRP frame-
work, i.e., ranking the documents by their relevance proba-
bilities. With more and more vertical results embedded in the
search result page (SERP), it is a necessity to optimize the util-
ity of the entire SERP, rather than the utility of each individual
result.

Search in ubiquitous scenarios
We believe with explosive growth of data, IR needs to pro-

vide support in more and more scenarios. As we stated before,
smart search engines will be incorporated into more mobile de-
vices, such as cellphone, car, even television and refrigerator
at home. Privacy is another important issue in ubiquitous IR re-
search. On the one hand, everything generated by users (includ-
ing queries, viewed content, etc.) may contain users’ privacy.
On the other hand, search in various scenarios needs to handle
a lot of users’ private data, for example, email, photo, notes.
These private data may be stored locally, and search engines
can only apply their retrieval algorithms without knowing the
exact content.

9.2.3 Research challenges
We believe that in ubiquitous search, there are a few important
research challenges as follows:

• For various search devices, it is important to extend ex-
isting “keyword - results” paradigm to various forms. For
example, users should be able to search with voice, im-
ages, or videos.
• For heterogeneous data, the central problem is to build

a cross-modal representation to support search tasks.
Though existing studies have already made the first steps,
there are still a lot of problems in this field.
• For ubiquitous scenarios, the privacy preserved search

may raise research challenges in a number of domains,
such as information retrieval and network security.

The overview of ubiquitous information retrieval is illus-
trated in Fig. 2. To summarize, we think that in the next few
years, the edge between different modals will dissolve. It is
promising to develop ubiquitous information retrieval tech-
niques to help people collect information effectively and effi-
ciently.
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10 Further suggestions
10.1 Education of IR
IR is an important course for students in the majors of cy-
berspace security, computer science, information science, etc.
The research scope of IR includes large scale content crawling,
analyzing, organizing and accessing. It also includes the use
of natural language processing (NLP), machine learning (ML)
and data mining techniques for content processing. The recent
advances and trends for IR focus on the combination of other
technologies. On one hand, through the learning of IR course,
students are able to understand the fundamental theories, mod-
els and algorithms of IR, which can be the basis for future re-
search. On the other hand, through the practice, reading classic
and advanced research papers, the research ability of students
can be trained for future work on intelligent information pro-
cessing, big data analyzing and processing or practical work
and further enrich the professionals in IR.

According to the recent progresses of IR, the content of
IR course should also include: the fundamental concepts and
knowledge of IR, the combination of NLP, ML and IR, multi-
media retrieval and the applications of IR.

For teaching skills, IR course emphasizes the fundamental
and advanced knowledge. Teachers are required to master the
basic knowledge and classic methods as well as introduce ad-
vanced development of IR. They should also leverage diverse
teaching methods, such as discussion in class, recommending
further reading of textbook and conference proceedings, train-
ing the presentation skills of students and synchronizing with
the international level. IR is a course that has the aspects of
practice and application. Experiments are especially important,
and we call for more collaborations with industrial people in
teaching for better effect.

10.2 Open source communities
Open source platforms often play a crucial role in the develop-
ment of new technologies. For example, the open source plat-
forms for deep learning (e.g., Tensorflow [50], Caffe [51], Py-
torch [52], etc.) simplify the building of complex deep learning
models, which makes deep learning accessible to everyone. IR
needs such platforms too. Lucene [53] is an excellent project for
IR application. However, it no longer meets the needs of recent
IR researches. Especially, when we want to develop the search
engines under new IR models, e.g., the model for interactive
information retrieval.

The new platforms should have some essential highlights to

attract IR researchers and developers. First, the new platforms
should be flexible to support new IR models or patterns. Sec-
ond, the new platforms should take the recent advances in IR
(e.g., deep learning-based IR especially) into account. Third,
the platform should be scalable, reliable and upgradable to meet
the demands of distributed computational environments.

Clearly, the unification and standardization for developing
new IR platforms should be discussed in depth first. To build
such a platform, we first need to make a thorough investiga-
tion of actual application and research requirements. The in-
vestigation reports should include detailed requirement anal-
ysis about what the researchers need to do their experiments
and what the developers need to build their systems. Then,
we can define flexible architectures and self-contained mod-
ules based on the investigation results. Especially, some com-
mon used parts should be provided independently. For example,
the soft modules for Web crawler, document indexing, ranking
and re-ranking, training module, etc. After that, we can provide
well-defined APIs so that the IR community can bring more and
more new models to the platform based on the APIs, overcom-
ing the limits of the existing infrastructure. Most importantly,
we should setup some incentive policies to attract the volun-
teers who can share the costs of producing such a powerful open
source search system.

Usually the search engines needed by the middle and small-
size enterprises are vertical search engines or the search engines
with special characteristics. If we want to set up a search engine
platform, which can help the middle and small-size enterprises
to develop their search engines, the different soft modules of
the platform should be developed as independently as possible,
and the platform should be tailorable. Besides, it is better to
provide some helpful tools and platforms for the volunteers to
contribute their APIs and the forum for exchange their experi-
ence and expertise.

Currently one of the major challenges in the research of IR is
the lack of data, especially the user behavior data. The IR com-
munity should collect data and release them for the open re-
search purpose. The data can be either contributed by the com-
munity members or collected by the open IR platform.

11 Conclusions
Information retrieval remains a fundamental way for users
to explore the big data and to access information, facts, and
knowledge. It is also evolving very fast, bringing in the new

Fig. 2 Ubiquitous information retrieval
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possibilities in redefining users, information, retrieval, and eval-
uation. In this report, we have taken a serious look at these
possibilities, and suggested many important research themes
for future study. We hope that this strategic report could inspire
our IR researchers in both academia and industry, and could
help the future growth of the IR research community.
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