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ABSTRACT
Neural ranking models (NRMs) have become one of the most impor-

tant techniques in information retrieval (IR). Due to the limitation

of relevance labels, the training of NRMs heavily relies on negative

sampling over unlabeled data. In general machine learning scenar-

ios, it has shown that training with hard negatives (i.e., samples that

are close to positives) could lead to better performance. Surprisingly,

we find opposite results from our empirical studies in IR. When

sampling top-ranked results (excluding the labeled positives) as

negatives from a stronger retriever, the performance of the learned

NRM becomes even worse. Based on our investigation, the super-

ficial reason is that there are more false negatives (i.e., unlabeled

positives) in the top-ranked results with a stronger retriever, which

may hurt the training process; The root is the existence of pooling
bias in the dataset constructing process, where annotators only

judge and label very few samples selected by some basic retrievers.

Therefore, in principle, we can formulate the false negative issue

in training NRMs as learning from labeled datasets with pooling

bias. To solve this problem, we propose a novel Coupled Estimation

Technique (CET) that learns both a relevance model and a selection

model simultaneously to correct the pooling bias for training NRMs.

Empirical results on three retrieval benchmarks show that NRMs

trained with our technique can achieve significant gains on ranking

effectiveness against other baseline strategies.
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1 INTRODUCTION
To balance the effectiveness and efficiency, modern information

retrieval (IR) systems generally employ a multi-stage architecture

where a retriever (e.g., BM25 [38], ANCE [47]) is firstly used to

quickly retrieve a few potentially relevant documents from a large

collection and then a ranker (e.g., monoBERT [31], CEDR [27]) is

employed to further analyze and re-rank these documents for pre-

cise ranking [29]. Recently, deep learning techniques have been

widely applied to construct the rankers, and these neural rank-

ing models (NRMs) have shown advanced performance in modern

IR systems [16]. Similar to other deep learning models, most ex-

isting NRMs are data-hungry. Thus, with limited relevance data

in IR, i.e., sparse-labeled documents and a large number of un-

labeled documents for each query, the training of NRMs heavily

relies on negative sampling over unlabeled data [9, 30]. To facil-

itate NRMs training, different negative sampling strategies have

been explored [18, 27]. Among them, the most popular strategy

is to sample negatives from the top-ranked results (excluding the

labeled positives) returned by the retriever [24, 27].

Compared to random negative samples, studies in the machine

learning community have shown that training with hard negative

https://doi.org/10.1145/3511808.3557343
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Figure 1: Performance on the MS MARCO Passage Rank-
ing task for four different retrievers (Recall@1k) and BERT-
base rankers [31] (MRR@10). Negatives for rankers training
are randomly sampled from top-1000 passages returned by
corresponding retrievers.

samples (i.e., negatives that are similar to positives) can better im-

prove the performance of deep learning models [39]. In IR scenarios,

such hard negatives can be easily obtained from the top-ranked

results of a stronger retriever, such as RepBERT [50], ANCE [47],

and ADORE [49], which has more sophisticated structure and much

better recall capacity than traditional statistical retrievers such as

BM25. Surprisingly, as shown in our empirical experiments on the

MS MARCO Passage Ranking task (see Figure 1), directly sampling

hard negatives from an improved retriever for NRMs training could

lead to inferior ranking performance. For example, RepBERT [50]

is a better retriever than BM25 (e.g., the Recall@1k of RepBERT

is 15% better than BM25), but the BERT-base ranker [31] trained

with negatives sampled from RepBERT is 9% worse than the same

ranker trained with samples from BM25 on MRR@10.

To investigate the cause of this phenomenon, we trace back to

the hard negative samples from different retrievers for NRMs train-

ing. Interestingly, we observe that the training data constructed

with stronger retrievers is more likely to be riddled with false neg-

atives (i.e., unlabeled positives). This observation is consistent with

the previous study [3] which found that the top-ranked passages

returned by the retrievers on the MS MARCO leaderboard often

appear as good as, or even superior to, the qrels (i.e., positive sam-

ples labeled by annotators explicitly). Without proper treatment,

the increasing rate of false negatives in the training data would

inevitably hurt the NRMs training process [13, 52]. To this end, one

may image that a direct solution to this problem is to apply some

heuristic or statistical methods [13] to classify the false negatives

from the negative samples during training.

However, if we take a deeper look at the construction of the

training data, we may find that the above false negative problem is

actually related to the pooling bias1 in the labeling process in IR. The
pooling bias happens when annotators are instructed to judge and

label documents within a small set pooled by some basic retrievers

(e.g., Bing for the MS MARCO dataset construction [30]). In other

words, the labeling process is biased by basic retrievers one have

chosen. Under this setting, all the documents outside the pooled set

are left unjudged, leading to the potential existence of unlabeled

positives. When these unlabeled positives are sampled as negatives,

the above false negative problem emerges. The stronger the sampler

is, the severer the problem becomes. Therefore, we argue that the

1
Note that the pooling bias in this study focuses on the effect on model training, not

the evaluation.

root of the above false negative problem is the pooling bias in IR,

and we refer more detailed discussions to Section 3.2.

In this way, we no longer treat the false negative issue in training

NRMs as a simple classification problem, but rather formulate it

as a learning problem from the biased dataset. Inspired by previ-

ous studies on unbiased learning-to-rank [1, 19, 45], we propose a

Coupled Estimation Technique (CET) to solve the NRM training

problem from the labeled dataset with pooling bias. Specifically,

CET attempts to train a selection model to estimate the selection

propensity of each document, and a relevance model to estimate

the true relevance degree of each document given the query. We

demonstrate that these two models can be trained in an unbiased

way with the help of each other over the biased dataset. Therefore,

CET employs a coupled learning procedure to learn both models

simultaneously. Based on this, we are able to weaken false negatives

and derive high quality hard negatives for NRMs training.

To evaluate the effectiveness of CET, we conduct extensive ex-

periments on three retrieval benchmarks. Empirical results demon-

strate that NRMs learned with CET can achieve significantly better

performance over that learned with state-of-the-art techniques to

address the false negative issue. Moreover, CET is shown to be

effective in training different rankers with hard negatives from a

variety of retrievers. In addition, unlike baseline techniques that

suffer from high sensitivity w.r.t hyperparameters (which are usu-

ally set according to the prior information about the distribution

of false negatives in the dataset), CET is demonstrated to be more

stable and robust in general.

2 RELATEDWORK
In this section, we present topics related to our work: bias in infor-

mation retrieval and negative sampling strategies in IR.

2.1 Bias in Information Retrieval
Data for IR tasks are usually collected in two ways: explicit labeling

by annotators (i.e., labeled data) and implicit feedback from users

(i.e., click data). We review typical bias problems in them.

Bias in labeled data. Early IR systems are built on the relevance

data constructed with a pooling process [41]: existing retrieval mod-

els are firstly used to get a document pool, and then annotators

are instructed to label their relevance. The idea behind the pooling

technique is to find enough relevant documents such that the rele-

vance data is sufficiently complete and unbiased when only partial

documents are judged [7]. However, with the growth of the docu-

ment set size and the development of IR techniques, the assumption

of approximately complete labeling becomes invalid [3, 8, 43]. In

this case, the pooling bias problem is identified by researchers,

which would underestimate the effectiveness of new IR systems

with standard evaluation [5]. For example, Webber and Park [46]

proposed to estimate the degree of bias against a new retriever to

adjust the evaluation score. Differing from the above early works,

recently researchers realize the detrimental effect of pooling bias to

IR models training [3, 43], where unlabeled positives, called false

negatives in this work, would make the learned models biased and

hurt their performance. However, these pioneers only discussed

this problem preliminarily and intuitively. In this work, we will

show a exhaustive analysis and give a formal definition to it.
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Bias in click data. Due to the cost of annotators labeling, click

data is easily collected and has developed to be a critical resource

for IR models training. However, various bias problems, such as

position bias [19], selection bias [33, 45] and presentation bias [48],

make it difficult to be directly leveraged as training data. For ex-

ample, position bias is caused by the position where a document is

displayed to users, making higher ranked documents more likely

to be clicked. Ovaisi et al. [33] claimed that users rarely have the

chance or energy to check about all documents in the lists. In this

case, lower-ranked relevant documents have zero probability of

being clicked, thus leading to the selection bias. To make full use of

click data, studies on unbiased learning-to-rank [2] have attracted

a lot of attention. Among them, the counterfactual estimation tech-

nique from causal inference, such as inverse propensity weighting

(IPW) [1, 19, 45] and Heckman correction [33], is used to solve

these bias problems in click data. Different from these studies, in

this work, we focus on the bias in labeled data, where we do not

possess any prior knowledge on the labeling process and cannot

explicitly quantify the bias distribution with user studies.

2.2 Negative Sampling Strategies in IR
In practice, training data for IR models usually consist of sparse-

labeled documents for a set of queries and a large number of unla-

beled documents. Among the labeled documents, there are often

limited [7, 35] or even no [30, 36] samples with explicit negative

labels. Therefore, negative sampling over unlabeled documents is

usually necessary for training IR models.

To find informative negatives for models training, manymethods

have been explored in IR. Random sampling from the document

set is the simplest and most direct way to get negatives, which

is a widely used strategy in existing works [18, 20]. Nonetheless,

such approach is sub-optimal because random negatives have been

proven to be too easy to learn effective models for generalizing to

sophisticated testing cases [22, 39]. Instead, negative samples that

are more difficult to be distinguished from positive ones are more

desired. There have been studies showing that these hard negative

samples could improve model generalization and accelerate conver-

gence [32, 40]. However, efficiently identifying such informative

negative samples emerges as a challenge since it is computationally

infeasible to examine all possible samples. Among current works

in the IR field, the most commonly used hard negatives are the

top-ranked documents of a strong retriever [37, 47, 51].

Recently, with the prevalence of pre-training methods, the avail-

ability of stronger retrievers [15] shows new potentials to provide

hard negatives for IR models training. Meanwhile, researchers be-

gin to realize the severity of false negatives for neural retrievers and

rankers training [4, 13, 14, 28]. For example, Ding et al. [13] found

that 70% of the top-ranked passages returned by their retriever

are actually positives or highly relevant in MS MARCO [30]. To

address this problem, there have been several studies trying to filter

false negatives during the negative sampling process with some

heuristic methods. For example, RocketQA [13] proposed to train

another ranking model in advance to evaluate relevance scores for

all unlabeled documents and sets a hard threshold empirically to

remove those potentially false negatives. Additionally, RANCE [34]

presented a special sampling technique to filter false negatives. It

estimates the negative sampling distribution relying on a separate

dataset with complete relevance labeling, which, unfortunately, is

usually not available in practice. These two works are highly re-

lated to this study, and we implement two baselines based on them

respectively to compare with our method.

3 PROBLEM DESCRIPTION
In this section, we briefly review the general training paradigm of

NRMs on labeled datasets and introduce the pooling bias in detail.

We show how this pooling bias leads to the false negative problem

in negative sampling as observed in the Introduction Section. Based

on these analysis, we formulate the false negative issue in training

NRMs as a learning problem over biased labeled datasets.

3.1 Training NRMs on Labeled Dataset
We begin by introducing the general setting of NRMs learning

with fully labeled data, also referred to as the Full-Information
Setting [19]. Ideally, given a query 𝑞 ∈ Q, the relevance 𝑟𝑖 of

each document 𝑑𝑖 ∈ D is known beforehand. For simplicity, we

assume that the relevance is binary (i.e., 𝑟 ∈ {0, 1}) and one can

easily extend it to the multi-level relevance case. In practice, the

pairwise learning setting tends to be more effective for ranking

models training and has been widely adopted [6, 17]. Thus, here we

consider that the ranking model 𝑅 is defined on a query-document

pair, and the loss function is defined on a triple (𝑞, 𝑑𝑖 , 𝑑 𝑗 ). Let 𝑟+𝑖
and 𝑟−

𝑗
represent that 𝑑𝑖 is relevant (i.e., 𝑟𝑖 = 1) and 𝑑 𝑗 is irrelevant

(i.e., 𝑟 𝑗 = 0) for 𝑞. Let 𝑥𝑖 and 𝑥 𝑗 denote feature vectors from 𝑑𝑖 and

𝑑 𝑗 as well as 𝑞. The risk function for NRMs learning is defined as:

Rfull (𝑅) =
∫

𝐿
(
𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )

)
𝑑𝑃 (𝑥𝑖 , 𝑟+𝑖 , 𝑥 𝑗 , 𝑟

−
𝑗 ) . (1)

Given the fully labeled dataset, the ranker 𝑅 can be learned by

minimizing the empirical risk function as follows:

𝑅̂full = argmin

𝑅

∑
q∈Q

∑
(di,dj )∈D

𝐿
(
𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )

)
, (2)

where the document pair (𝑑𝑖 , 𝑑 𝑗 ) denotes that 𝑑𝑖 is a document with

𝑟𝑖 = 1 and 𝑑 𝑗 is a document with 𝑟 𝑗 = 0 for the query 𝑞.

However, in practice, it is impossible to judge and label all the

documents in the corpus for each query. To reduce the annotation

effort, existing methods usually apply some basic retrievers to se-

lect a small set of documents for labeling [41]. That is, for each

query, only a few selected documents can be judged and labeled by

annotators. In this case, NRMs are trained under a Partial Infor-
mation Setting [33], where only a part of relevance information

for each query is available and most remains unobserved. With this

labeled dataset for training NRMs, except for the very few labeled

documents, all unlabeled documents are usually deemed to be neg-

atives (i.e., irrelevant). Then the risk function and minimization of

empirical risk function could be reformalized as:

Rpart (𝑅) =
∫

𝐿
(
𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )

)
𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 , 𝑥 𝑗 , 𝑙

−
𝑗 )

+
∫

𝐿
(
𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )

)
𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 , 𝑥 𝑗 ,𝑢𝑙 𝑗 ),

(3)

𝑅̂part = argmin

𝑅

∑
q∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D−∪Dul

𝐿
(
𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )

)
, (4)
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where 𝑙+
𝑖
and 𝑙−

𝑗
denote that 𝑑𝑖 is labeled as relevant (i.e., 𝑙𝑖 = 1) and

𝑑 𝑗 is labeled as irrelevant (i.e., 𝑙 𝑗 = 0) for 𝑞 respectively, 𝑢𝑙 𝑗 denotes

that 𝑑 𝑗 is an unlabeled document for 𝑞, D = D+ ∪ D− ∪ Dul
, and

these three document sets are disjointing. In practice, the labeled

negatives (i.e., D−
) are often missing [30, 36], thus it is essential to

utilize documents in Dul
for learning effective NRMs [18, 24, 27].

3.2 Pooling Bias in Labeled Data
As mentioned in Section 3.1, the construction of labeled datasets

relies on some basic retrievers, called pooling systems, to select a

small set of most promising documents for labeling. The pooling

technique is very important for IR since it can significantly reduce

manual effort for labeling. Therefore, it has been widely adopted in

benchmark construction [7, 30]. While the pooling technique does

save labeling efforts, it introduces the undesired bias into labeled

data, namely pooling bias here. That is, the labeled data is biased

by the preference of basic retrievers used in the pooling process. A

direct consequence of this pooling bias is the potential existence

of unlabeled positives, i.e., some relevant documents might not be

preferred by basic retrievers and thus not be selected for labeling.

When the unlabeled data are sampled as negatives in training

NRMs, those unlabeled positives become false negatives if they

are unfortunately selected by the sampler. In general, unlabeled

positives are the minority in the massive unlabeled data. Therefore,

when the random sampling strategy is adopted, the false negative

issue would not be severe. This explains why the traditional train-

ing paradigm with negative sampling works for NRMs. However,

previous studies have shown that uniformly sampling negatives

from Dul
often fails to learn an effective ranking model, since

random negatives are too easy to produce effective parameter up-

dates [22, 39]. Therefore, more advanced studies employ the hard

negative sampling strategy, where the top-ranked results (excluding

labeled positives) returned by a strong retriever are used as nega-

tives for NRMs training [18, 27]. However, such sampling strategies

would increase the selection probability of false negatives, since

unlabeled positives are more likely to be ranked at top positions

by a stronger retriever [12]. This in turn will hurt NRMs training,

which is exactly the observation we have mentioned in Figure 1.

Based on the above analysis, we can see that the pooling bias is

the root of the false negative issue in training NRMs with hard neg-

ative sampling strategies. Therefore, directly identifying the false

negatives from unlabeled data with some classification models may

not touch the heart of the problem. In principle, we can formulate

the false negative issue in training NRMs as a learning problem

from labeled datasets with pooling bias.

4 OUR APPROACH
In this section, we introduce our approach in detail. We first analyze

the problem with a counterfactual learning framework (Section 4.1).

Then we propose a coupled estimation technique (Section 4.2) to

solve the NRM learning problem with the biased dataset.

4.1 Bias Correction Analysis
Existing works on bias correction mostly focus on the click

data [2, 19], where the click of a document is affected by its po-

sition, popularity, etc. Pooling bias discussed in this study is that

the label of a document is affected by whether it is selected during

the pooling process. Based on the common ground, we follow the

inverse propensity weighting (IPW) framework in [19, 45] to solve

the pooling bias in labeled datasets.

In this work, we focus on the typical case in popular large-scale

retrieval benchmarks [21, 30, 36], where only relevant documents

in the judgement pool are labeled by annotators and there is no

explicitly labeled negatives (i.e., D− = ∅). As a result, it is un-

available which documents have been selected during the pooling

process, which makes it challenging for addressing the pooling bias.

With this labeled dataset, we define three notations for each query-

document pair (𝑞, 𝑑) in it. Besides the relevance 𝑟 and labeling 𝑙

defined in Section 3.1, we use 𝑠 ∈ {0, 1} to indicate whether the

document 𝑑 is selected into the judgement pool for the query 𝑞.

The merely available information for the labeled dataset is 𝑙 , and

here, we consider the noise-free labeling where a document with

𝑙 = 1 must be relevant and selected.

Considering that annotators have been well instructed, for the

pair (𝑞, 𝑑𝑖 ) denoted as 𝑥𝑖 , we have the following premise:

𝑃 (𝑙+𝑖 | 𝑥𝑖 ) = 𝑃 (𝑠+𝑖 | 𝑥𝑖 ) · 𝑃 (𝑟+𝑖 | 𝑥𝑖 ), (5)

where 𝑠+
𝑖
denotes that the document 𝑑𝑖 is selected (i.e., 𝑠𝑖 = 1) for

𝑞. Besides, for an unlabeled document 𝑑 𝑗 , it is more likely to be

irrelevant if it has higher probability being selected, that is,

𝑃 (𝑟−𝑗 | 𝑢𝑙 𝑗 , 𝑥 𝑗 ) ∝ 𝑃 (𝑠+𝑗 | 𝑥 𝑗 ) . (6)

Then, we can learn a bias corrected relevance model with an IPW-

based risk function and empirical risk function on the labeled

dataset with D− = ∅:

RIPW (𝑅) =
∫

𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 ))
𝑃 (𝑠+

𝑖
|𝑥𝑖 )

𝑃 (𝑠+
𝑗
|𝑥 𝑗 )

𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 , 𝑥 𝑗 ,𝑢𝑙 𝑗 )

∝
∬

𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 ))
𝑃 (𝑙+

𝑖
|𝑥𝑖 )

𝑃 (𝑟+
𝑖
|𝑥𝑖 )

· 1

𝑃 (𝑟−
𝑗
|𝑢𝑙 𝑗 ,𝑥 𝑗 )

𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 ) 𝑑𝑃 (𝑥 𝑗 ,𝑢𝑙 𝑗 )

=

∬
𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )) 𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 ) 𝑑𝑃 (𝑥 𝑗 ,𝑢𝑙 𝑗 )

𝑃 (𝑙+
𝑖
|𝑥𝑖 )

𝑃 (𝑟+
𝑖
|𝑥𝑖 )

· 𝑃 (𝑢𝑙 𝑗 |𝑥 𝑗 )
𝑃 (𝑟−

𝑗
,𝑢𝑙 𝑗 |𝑥 𝑗 )

=

∬
𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )) 𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 ) 𝑑𝑃 (𝑥 𝑗 ,𝑢𝑙 𝑗 )

𝑃 (𝑙+
𝑖
|𝑥𝑖 )

𝑃 (𝑟+
𝑖
|𝑥𝑖 )

· 𝑃 (𝑢𝑙 𝑗 |𝑥 𝑗 )
𝑃 (𝑟−

𝑗
|𝑥 𝑗 )

=

∬
𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )) 𝑑𝑃 (𝑥𝑖 , 𝑟+𝑖 ) 𝑑𝑃 (𝑥 𝑗 , 𝑟

−
𝑗 )

=

∫
𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 )) 𝑑𝑃 (𝑥𝑖 , 𝑟+𝑖 , 𝑥 𝑗 , 𝑟

−
𝑗 )

= Rfull (𝑅),

(7)

𝑅̂IPW = argmin

𝑅

∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈Dul

𝐿 (𝑅 (𝑥𝑖 ), 𝑅 (𝑥 𝑗 ))
𝑃 (𝑠+

𝑖
|𝑥𝑖 )

𝑃 (𝑠+
𝑗
|𝑥 𝑗 )

. (8)

For Eq. (7), it is assumed that the relevance and labeling of 𝑑𝑖 are

independent from 𝑑 𝑗 (empirical results show that it works well with

this assumption, even one may think that it is not strictly correct),

the second step uses Eq. (5) & (6), the third step uses the conditional

probability formula, and the fourth step uses the premise that a

labeled document must be relevant (i.e., 𝑙+⇒ 𝑟+, and thus 𝑟−⇒ 𝑢𝑙

with D− = ∅). With Eq. (7), it implies that the model 𝑅 optimized
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with the IPW empirical risk minimization on labeled datasets can

produce the same relevance model trained with the relevance 𝑟 ,

argmin

𝑅
RIPW (𝑅) = argmin

𝑅
Rfull (𝑅) . (9)

To optimize the relevance model with Eq. (8), we need to estimate

the selection probability 𝑃 (𝑠+
𝑖
| 𝑥𝑖 ) for each document 𝑑𝑖 ∈ D.

Ideally, we can learn a selection model 𝑆 with the risk function and

minimization of empirical risk function:

Rfull (𝑆) =
∫

𝐿 (𝑆 (𝑥𝑖 ), 𝑆 (𝑥 𝑗 )) 𝑑𝑃 (𝑥𝑖 , 𝑠+𝑖 , 𝑥 𝑗 , 𝑠
−
𝑗 ),

𝑆full = argmin

𝑆

∑
𝑞∈Q

∑
(𝑑𝑖 ,𝑑 𝑗 )∈D

𝐿 (𝑆 (𝑥𝑖 ), 𝑆 (𝑥 𝑗 )),
(10)

where 𝑠+
𝑖
and 𝑠−

𝑗
denote that 𝑑𝑖 is selected (i.e., 𝑠𝑖 = 1) and 𝑑 𝑗 is not

selected (i.e., 𝑠 𝑗 = 0) by pooling systems for the query 𝑞, and the

document pair (𝑑𝑖 , 𝑑 𝑗 ) denotes that 𝑑𝑖 is a document with 𝑠𝑖 =1 and

𝑑 𝑗 is a document with 𝑠 𝑗 =0 for 𝑞. However, similar to the relevance

information, the selection information is also partial with D− = ∅,
since only the labeled relevant document’s selection information is

available and an unlabeled document may be just irrelevant but not

unselected. Nevertheless, for the unlabeled document 𝑑 𝑗 , it is more

likely to be unselected if it has higher relevance probability, that is,

𝑃 (𝑠−𝑗 | 𝑢𝑙 𝑗 , 𝑥 𝑗 ) ∝ 𝑃 (𝑟+𝑗 | 𝑥 𝑗 ) . (11)

Then, similar to the relevance model, the bias corrected selection

model could be learned with an IPW-based risk function:

RIPW (𝑆) =
∫

𝐿 (𝑆 (𝑥𝑖 ), 𝑆 (𝑥 𝑗 ))
𝑃 (𝑟+

𝑖
|𝑥𝑖 )

𝑃 (𝑟+
𝑗
|𝑥 𝑗 )

𝑑𝑃 (𝑥𝑖 , 𝑙+𝑖 , 𝑥 𝑗 ,𝑢𝑙 𝑗 ), (12)

𝑆IPW = argmin

𝑆

∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D𝑢𝑙

𝐿 (𝑆 (𝑥𝑖 ), 𝑆 (𝑥 𝑗 ))
𝑃 (𝑟+

𝑖
|𝑥𝑖 )

𝑃 (𝑟+
𝑗
|𝑥 𝑗 )

. (13)

Based on Eq. (5) & (11) and the fact that a labeled document must

be selected (i.e., 𝑙+⇒𝑠+, and thus 𝑠−⇒𝑢𝑙 with D− = ∅), Eq. (12)
is easily proven as Eq. (7) and the details are omitted here.

With Eq. (8) & (13), we can find that the key of obtaining a

debiased relevance model is to estimate 𝑃 (𝑠+
𝑖
| 𝑥𝑖 ), while the key

of building a debiased selection model is to estimate 𝑃 (𝑟+
𝑖

| 𝑥𝑖 )
for each (𝑞, 𝑑𝑖 ) in the dataset. This indicates that the estimation

of selection propensities and relevance scores for documents is

coupled with each other, where a better selection model can help

to train a better relevance model and vice versa. Based on this

observation, we propose a coupled estimation technique to train

both models simultaneously to correct the pooling bias.

4.2 Coupled Estimation Technique
Based on the above analysis, we propose a Coupled Estimation

Technique (CET) to train NRMs on labeled datasets. As shown in

Fig. 2, the framework of CET includes three components:

• The relevance model 𝑅 (implemented with NRMs) that estimates

the relevance score for the pair (𝑞, 𝑑);
• The selection model 𝑆 that estimates the propensity of the docu-

ment 𝑑 being selected into the judgement pool for the query 𝑞

during annotators labeling process;

• The coupled learning algorithm that optimizes the relevance

model and selection model jointly on the labeled dataset.

Model
𝑅

𝑤> 𝑤@

training batch ℬ

Model
𝑆

Model
𝑅

Model
𝑆

Update the selection
model with 𝑤$

Update the relevance
model with 𝑤#

Figure 2: The framework of Coupled Estimation Technique
(CET). The model 𝑆 and model 𝑅 denote the selection model
and the relevance model respectively.

Relevance Model. In this work, we implement the relevance

model 𝑅 with a BERT-based architecture parameterized by 𝜽 . Fol-
lowing previous studies [31], we concatenate the query 𝑞 and the

document𝑑 with special delimiting tokens and feed them into Trans-

former layers [44]. Then, a multi-layer perceptron (MLP) function

is applied over the hidden state of the special token [CLS] to ob-

tain the relevance score. Let 𝑅𝜽 (𝑞, 𝑑) be the relevance score for the
query-document pair (𝑞, 𝑑), which can be estimated with,

𝑅𝜽 (𝑞, 𝑑) = 𝑀𝐿𝑃 (𝐵𝐸𝑅𝑇cls ( [𝐶𝐿𝑆] + 𝑞 + [𝑆𝐸𝑃] + 𝑑 + [𝑆𝐸𝑃])). (14)

Then, we use the pairwise cross entropy loss as 𝐿 in Eq. (4) for the

relevance model training:

L(𝑅) = 1

|Q |
∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D𝑢𝑙

− log

𝑒𝑅𝜽 (𝑞,𝑑𝑖 )

𝑒𝑅𝜽 (𝑞,𝑑𝑖 ) + 𝑒𝑅𝜽 (𝑞,𝑑 𝑗 )
. (15)

Selection Model. According to the construction process of la-

beled datasets, the pooling systems used to select documents are

usually basic retrievers. Based on this principle, we build the selec-

tion model 𝑆 with the same architecture as 𝑅. Specifically, for the

selectionmodel 𝑆 (parameterized by 𝝓), let 𝑆𝝓 (𝑞, 𝑑) be the estimated

selection propensity for the pair (𝑞, 𝑑), which is calculated with the

same method as Eq. (14) but with a different set of parameters. Then

we train the model 𝑆 by minimizing the following loss function:

L(𝑆) = 1

|Q |
∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D𝑢𝑙

− log

𝑒
𝑆𝝓 (𝑞,𝑑𝑖 )

𝑒
𝑆𝝓 (𝑞,𝑑𝑖 ) + 𝑒

𝑆𝝓 (𝑞,𝑑 𝑗 )
. (16)

Coupled Learning Algorithm. As discussed in Section 4.1,

the estimation of selection propensities and relevance scores for

documents is coupled with each other. Thus, we employ a coupled

learning algorithm to train two models simultaneously and achieve

bias correction learning. During the coupled learning process, each

model estimates the bias weight for the training data of the other

model with their current parameters, and then injects the weight

into loss functions for next update. In this way, the relevance model

𝑅 and the selection model 𝑆 are promoted mutually. An overview

of the complete algorithm is shown in Algorithm 1.

We first initialize all parameters (i.e., 𝜽 and 𝝓) of two models.

For each pair (𝑞, 𝑑𝑖 ), we estimate its relevance score and selection
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Algorithm 1: The coupled learning algorithm.

Input: query set Q, document set D, the labeling 𝑙 , 𝛼 , 𝜏

Output: relevance model 𝑅, selection model 𝑆

1 Initialize parameters 𝜽 and 𝝓 in models 𝑅 and 𝑆 ;

2 repeat
3 Sample a batch of triples (𝑞, 𝑑𝑖 , 𝑑 𝑗 ) ∈ B from D with 𝑙 ;

4 for (𝑞, 𝑑𝑖 , 𝑑 𝑗 ) ∈ B do
5 Estimate𝑤𝑟 (𝑞, 𝑑𝑖 , 𝑑 𝑗 ) with Eq. (18);

6 Estimate𝑤𝑠 (𝑞, 𝑑𝑖 , 𝑑 𝑗 ) with Eq. (19);

7 end
8 Compute L′ (𝑅) on B with Eq. (20);

9 Compute L′ (𝑆) on B with Eq. (21);

10 𝜽 = 𝜽 + 𝛼 · 𝜕L′ (𝑅)
𝜕𝜽 , 𝝓 = 𝝓 + 𝛼 · 𝜕L′ (𝑆)

𝜕𝝓 ;

11 until Convergence;
12 return 𝑅, 𝑆

propensity with current parameters and convert them into proba-

bility distributions:

𝑃 (𝑟+𝑖 |𝑥𝑖 ) =
𝑒𝑅𝜽 (𝑞,𝑑𝑖 )∑

𝑑𝑘 ∈D 𝑒𝑅𝜽 (𝑞,𝑑𝑘 )
, 𝑃 (𝑠+𝑖 |𝑥𝑖 ) =

𝑒
𝑆𝝓 (𝑞,𝑑𝑖 )∑

𝑑𝑘 ∈D 𝑒
𝑆𝝓 (𝑞,𝑑𝑘 )

. (17)

As shown in Eq. (17), the use of the softmax function assumes that

the examination probabilities on different documents inD will sum

up to 1, which is not true in practice. This, however, does not hurt

the effectiveness of models training. In fact, the predicted values of

𝑃 (𝑟+
𝑖
|𝑥𝑖 ) and 𝑃 (𝑠+𝑖 |𝑥𝑖 ) have a minor effect on the bias correction

learning as long as their relative proportions are correct. Thus, with

Eq. (8) & (13), the actual bias correction weights used in CET are:

𝑤𝑟 (𝑞,𝑑𝑖 , 𝑑 𝑗 ) =
𝑃 (𝑠+

𝑗
| 𝑥 𝑗 )

𝑃 (𝑠+
𝑖
| 𝑥𝑖 )

=
𝑒
𝑆𝝓 (𝑞,𝑑 𝑗 )/𝜏

𝑒
𝑆𝝓 (𝑞,𝑑𝑖 )/𝜏

, (18)

𝑤𝑠 (𝑞,𝑑𝑖 , 𝑑 𝑗 ) =
𝑃 (𝑟+

𝑗
| 𝑥 𝑗 )

𝑃 (𝑟+
𝑖
| 𝑥𝑖 )

=
𝑒𝑅𝜽 (𝑞,𝑑 𝑗 )/𝜏

𝑒𝑅𝜽 (𝑞,𝑑𝑖 )/𝜏
, (19)

where 𝜏 >0 is a hyperparameter to control the scale of bias weights.

By injecting the bias weights into Eq. (15) & (16), we can obtain the

IPW loss functions:

L′ (𝑅) = 1

|Q |
∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D𝑢𝑙

−𝑤𝑟 (𝑞,𝑑𝑖 , 𝑑 𝑗 ) · log
𝑒𝑅𝜽 (𝑞,𝑑𝑖 )

𝑒𝑅𝜽 (𝑞,𝑑𝑖 ) +𝑒𝑅𝜽 (𝑞,𝑑 𝑗 )
, (20)

L′ (𝑆) = 1

|Q |
∑
𝑞∈Q

∑
𝑑𝑖 ∈D+

𝑑 𝑗 ∈D𝑢𝑙

−𝑤𝑠 (𝑞,𝑑𝑖 , 𝑑 𝑗 ) · log
𝑒
𝑆𝝓 (𝑞,𝑑𝑖 )

𝑒
𝑆𝝓 (𝑞,𝑑𝑖 ) +𝑒𝑆𝝓 (𝑞,𝑑 𝑗 )

. (21)

Then, parameters 𝜽 and 𝝓 are updated with L′ (𝑅) and L′ (𝑆) re-
spectively. This process is repeated until the algorithm converges.

After the training process, only the relevance model 𝑅 is retained to

evaluate relevance scores for query-document pairs in the dataset.

It should be noted that although training two models simultane-

ously will bring higher computational cost, the evaluation process

is the same inference latency as usual.

5 EXPERIMENTAL SETTINGS
This section presents the experimental settings, including datasets,

evaluation metrics, implementation details, and baselines.

5.1 Datasets Description
We conduct experiments on three retrieval benchmarks to evaluate

the effectiveness of CET:

• MSMARCO [30]: The passage ranking task provides about 503k
queries paired with relevant passages for training. Each query

is associated with sparse relevance labels of one (or very few)

passages labeled as relevant and no passages explicitly labeled

as irrelevant. It also has approximately 7k queries in dev and test

sets. For relevance labels creation, annotators label relevant pas-

sages from the top-10 passages retrieved by a existing retrieval

system at Bing. The document ranking task has about 367k train-

ing queries, 5k dev queries, and 5k test queries. The document

that produces a relevant passage is viewed as relevant.

• TREC DL [9]: TREC 2019 Deep Learning Track has the same

training and dev set as MS MARCO, but replaces the test set

with a novel set produced by TREC. It contains 43 test queries

for both passage and document ranking tasks. Especially, NIST

constructs separate pools for them and uses depth pooling for

more complete labeling.

• DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 [36]: DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 is a Chinese dataset
for passage retrieval, which contains over 90K queries and 8M

passages. For training queries, annotators label relevant passages

within the top-5 retrieved results by Baidu Search. To reduce false

negatives in the dev and test sets, more and stronger retrievers

are used for the pooling process. As a result, the average labeled

relevant passages for training and dev queries are 2.57 and 4.93.

5.2 Evaluation Metrics
We conduct the evaluation following the official settings. For MS

MARCO and TRECDL, the ranking results of top-1000 passages and

top-100 documents are compared, and we use the Mean Reciprocal

Rank (MRR@10 and MRR@100) for MS MARCO and Normalized

Discounted Cumulative Gain (NDCG@10 and NDCG@100) for

TREC DL as previous works [25, 26]. For the DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙

dataset, we report the ranking results of top-50 passages with

MRR@10 and Recall@1 as officials [36].

5.3 Implementation Details
For experiments on MS MARCO and TREC DL, unless otherwise

specified, we implement the relevance model and selection model

with the BERT-base model [11] and parameters are initialized with

the checkpoint released by Google
2
. We adopt the popular Trans-

formers library
3
for implementations. We truncate the input se-

quence to a maximum of 256 tokens and 512 tokens for passage

ranking and document ranking tasks respectively. For the document

ranking task, we concatenate url, title, and body fields if they are

available, and experiment with the FirstP setting [10]. Negatives for

passage ranking and document ranking tasks are uniformly sam-

pled from the top-1000 and top-100 results (excluding the labeled

positives) returned by given retrievers (see Section 6.1 & 6.3).

For experiments on DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 , we use Ernie-base [42]

as the initialization for both relevance model and selection model.

We set the maximal length of input sequence as 384 [36]. Negatives

2
https://github.com/google-research/bert

3
https://github.com/huggingface/transformers

https://github.com/google-research/bert
https://github.com/huggingface/transformers
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Table 1: Ranking performance on the MS MARCO and TREC DL datasets. The highest value for every column is
highlighted in bold and the statistically significant (p < 0.05) improvements of our method over ANCE+BERTDML and
ANCE+BERTRANCE are marked with the asterisk † and ‡ respectively.

Method

MS MARCO Dev TREC DL Test

Passage Ranking Document Ranking Passage Ranking Document Ranking

MRR@10 MRR@100 MRR@10 MRR@100 NDCG@10 NDCG@100 NDCG@10 NDCG@100

BM25 + BERT 0.3562 0.3642 0.3841 0.3898 0.6958 0.6182 0.6420 0.5379
ANCE + BERT 0.3403 0.3493 0.4091 0.4165 0.6971 0.5946 0.6268 0.4900

ANCE + BERTzhan 0.3486 0.3597 0.3903 0.4003 0.6905 0.5968 0.6115 0.4620

ANCE + BERTRocketQA 0.3476 0.3583 0.4083 0.4147 0.7018 0.6143 0.6257 0.4893

ANCE + BERTDML 0.3458 0.3545 0.4110 0.4188 0.7015 0.6021 0.6272 0.4961

ANCE + BERTRANCE 0.3513 0.3616 0.4118 0.4183 0.7032 0.6174 0.6270 0.4953

ANCE + BERTCET 0.3638†‡ 0.3743†‡ 0.4233†‡ 0.4311†‡ 0.7243†‡ 0.6398†‡ 0.6416†‡ 0.5289†‡

for models training are uniformly sampled from the top-50 results

(excluding the labeled positives) of retrievers (see Section 6.1).

We use theAdamWoptimizer with 𝛽1 = 0.9, 𝛽2 = 0.999, 𝜖 = 10
−8
,

and learning rate is 3 × 10
−6

with the rate of linear scheduling

warm-up at 0.1. The hyperparameter 𝜏 is set to 1.0 unless noted

otherwise. For all experiments, each positive sample is paired with

one negative, and no special tricks are used for training. The batch

size is set to 64 and 32 for passage and document ranking, and we

run all experiments on Nvidia Tesla V100-32GB GPUs.

5.4 Baselines
We compare the BERT ranking model learned with CET (i.e.,

BERTCET) against that learned with the following methods:

• BERT: It trains the naive BERT ranker without any special tech-

niques for addressing the false negative problem.

• BERTzhan: The BERT ranker is trained with BM25 negatives and

evaluated with the results of stronger retrievers. This training-

evaluating inconsistency setting is employed by Zhan et al. [50]

for alleviating the false negative problem in models training.

• BERTRocketQA: The denoising technique in RocketQA [13] is

used for BERT rankers training. We first train a naive BERT

ranker on biased data and predict relevance scores for unlabeled

documents, then we randomly sample negatives with relevance

scores less than 𝜂 for the denoised BERT ranker training.

• BERTRANCE: The sampling technique to remove false nega-

tives in RANCE [34] is used for BERT rankers training. Follow-

ing RANCE, we estimate the probability 𝑃𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑟 ) using the
dev/test set labeled with depth pooling, and then we sample

negatives from the retrieval results according to 𝑃𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 (𝑟 ).
• BERTDML: The dynamic multi-granularity learning method [52]

is used for BERT rankers training to address the false negatives.

All parameters are set the same as in [52], except that only one

negative is sampled for each positive to achieve fair comparisons.

6 RESULTS AND ANALYSIS
We empirically evaluate NRMs learned with CET to address follow-

ing research questions:

• RQ1: Can NRMs learned with CET achieve better performance

as compared with other SOTA learning techniques?

• RQ2: Could CET work well for training different NRMs with

different retrievers for negative sampling?

Table 2: Recall performance of BM25 and ANCE on the MS
MARCO and TREC DL datasets.

Model

MS MARCO Dev TREC DL Test

Passage Document Passage Document

Recall@1k Recall@100 Recall@1k Recall@100

BM25 0.8140 0.7564 0.6778 0.3871

ANCE 0.9587 0.8927 0.6610 0.2664

• RQ3: How does the hyper-parameter 𝜏 in CET affect the effec-

tiveness of learned NRMs?

• RQ4: How does CET affect the training process of NRMs on

labeled datasets with pooling bias?

6.1 Empirical Comparison with Baselines
To answer RQ1, we compare CET with baseline methods on three

retrieval datasets to verify the effectiveness of CET.

For MS MARCO and TREC DL, we train rankers with negatives

sampled from two retrievers, i.e., BM25 and ANCE [47]. We use

BM25-retrieved results released by officials, and for ANCE, we use

the code and checkpoint (FirstP) released by Xiong et al.
4
to obtain

the retrieval results. The recall performance of them are reported

in Table 6, and the ranking performance of BERTCET and baselines

are shown in Table 1. From the results we can observe that:

(1) BM25+BERT vs ANCE+BERT: For the MS MARCO dataset,

recall of ANCE improves by 18% compared with BM25 on both

tasks (see Table 6). However, the BERT ranker trained with

ANCE negatives (i.e., ANCE+BERT) does not improve compared

with that trained with BM25 negatives (i.e., BM25+BERT) on

the passage ranking task, and improves slightly over the recall

gain on the document ranking task. It indicates that without ad-

dressing the false negative, ranking models cannot benefit from

stronger retrievers for negative sampling. Besides, it is worth

mention that on the document ranking task of TREC DL, Re-

call@100 of ANCE is 31% lower than BM25 (see Table 6), causing

ANCE+BERT performs significantly worse than BM25+BERT.

(2) ANCE+BERT vs ANCE+BERT★: For BERT rankers trained

with special techniques to solve the false negative issue, we

collectively call them BERT★ here for simplicity. Among them,

ANCE+BERTzhan performs better than ANCE+BERT on the

4
https://github.com/microsoft/ANCE

https://github.com/microsoft/ANCE
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MS MARCO passage ranking task. However, this method gen-

erally fails on the other three datasets. With the denoising

technique, BERTRocketQA can alleviate false negatives on pas-

sage ranking task, but it does not work for document ranking.

ANCE+BERTDML could slightly improve the performance over

ANCE+BERT, consisting with the result in [52]. BERTRANCE and

BERTCET both achieve improvements over naive BERT rankers

on all the passage ranking and document ranking tasks.

(3) BERTDML vs BERTRANCE vs BERTCET: To further analyze

the result, ANCE+BERTDML and ANCE+BERTRANCE do not

show advantages over ANCE+BERT on the document ranking

task. Different from them, ANCE+BERTCET improves signifi-

cantly than ANCE+BERT on all tasks. Overall, among three

methods, CET performs best and shows stable superiority

against all baseline methods. Besides, it is worth noting that

the gain of CET is more significant on the passage ranking task.

For example, for the MS MARCO dataset, ANCE+BERTCET im-

proves about 6.9% and 3.5% on MRR@10 over ANCE+BERT for

the passage ranking and document ranking tasks respectively.

For the DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 , we train rankers based on the re-

trieved results by BM25 and a strong retriever (called DE in [36]).

We directly use the DE-retrieved results released by officials, and we

get BM25-retrieved results with Anserini
5
since the official result

is unavailable. The retrieval performance in terms of Recall@50

of BM25 and DE is 0.6635 and 0.9115, respectively. The ranking

performance is shown in Table 3. From the results, we can find that:

(1) BM25+BERT vs DE+BERT: With stronger retrievers to ob-

tain hard negatives for rankers training (e.g, Recall@50 of DE

improves 37% over BM25), DE+BERT could improve 33% on

MRR@10 over BM25+BERT. We speculate that it is because

the false negative problem in DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 is slighter than

that in MS MARCO dataset. This could be further proved by

comparing the number of labeled relevant passages before and

after depth pooling for two datasets [9, 36].

(2) DE+BERT vs DE+BERT★: In spite of the slighter bias prob-

lem in DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 , BERT rankers learned with special

techniques to solve the false negative could further improve the

ranking performance than the naive BERT ranker. Especially,

compared with all baselines, the performance improvement of

CET is the most significant, where the gain on MRR@10 and

Recall@1 are 2.2% and 4.4% respectively.

In summary, BERT rankers learned with CET perform better on

ranking effectiveness over baselines. Empirically, our method is

able to correct pooling bias in training NRMs on labeled datasets.

6.2 Results with Different Rankers
To answer RQ2, we conduct experiments to investigate whether

CET works well with more advanced ranking models. Specifically,

we take three NRMs, i.e., PROP [24], CEDR [27], and PARADE [23]

as the ranker, and train them with negatives sampled from ANCE

retrieved results on the MS MARCO document ranking task. For

PROP, we use the checkpoint released by authors
6
as the initializa-

tion of the ranking model. For CEDR, we choose the best variant,

5
http://anserini.io/

6
https://github.com/Albert-Ma/PROP

Table 3: Ranking performance on DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 . The
highest value for each column is highlighted in bold and
the statistically significant (p < 0.05) improvements of our
method over DE+BERTRocketQA are marked with †.

Model MRR@10 Recall@1

BM25 + BERT 0.5391 0.4675

DE + BERT 0.7168 0.6210

DE + BERTDML 0.7171 0.6230

DE + BERTRANCE 0.7196 0.6265

DE + BERTRocketQA 0.7223 0.6300

DE + BERTCET 0.7323† 0.6485†

Table 4:MRR@100 of different rankers learnedwith orwith-
out CET on MS MARCO document ranking task.

Model BERT PROP CEDR-KNRM PARADE-Max

w/o CET 0.4165 0.4293 0.4317 0.4278

w/ CET 0.4311 0.4400 0.4403 0.4373

CEDR-KNRM
7
, to conduct experiments. For PARADE, we use the

BERT ranker fine-tuned on MS MARCO passage ranking task (re-

leased by authors
8
) to initialize PARADE-Max’s PLM component.

Table 4 reports the performance comparison of four rankers

learned with or without CET. From the results, we can observe

that even learning without CET, three advanced ranking models all

perform better than the BERT ranker, which verifies the effective-

ness of these techniques. On the other hand, it is obvious that these

models could achieve better ranking performance after equipped

with CET. It indicates that CET is effective for correcting pooling

bias in training different NRMs.

6.3 Results with Different Retrievers
To answer RQ2, we further investigate whether CET works well

with negatives sampled from different retrievers. For this pur-

pose, we take two other strong retrievers, i.e., RepBERT [50] and

ADORE [49], along with ANCE for experiments. For RepBERT, we

train it on the document ranking task following [50] and adopt their

open-source codes
9
. For other experiments, we use the code and

checkpoint released by authors
4,9,10

to obtain the retrieval results.

Here, we report the ranking performances on MS MARCO and

TREC DL with the above three retrievers for negative sampling,

and results are depicted in Fig. 3. We can observe that with different

retrievers for negative sampling, BERT rankers learned with CET all

improve significantly than that without CET. It indicates that CET

works well for addressing false negatives from different retrievers.

Furthermore, comparing results on two tasks, the gain of CET is

more obvious on the passage ranking task, e.g., averagely 8.5% vs
3.5% on passage ranking and document ranking for MS MARCO.

6.4 Parameter Sensitivity Analysis
To answerRQ3, we evaluate ANCE+BERTCET with different values

of 𝜏 to investigate its impact on models effectiveness.

7
https://github.com/Georgetown-IR-Lab/cedr

8
https://github.com/canjiali/PARADE

9
https://github.com/jingtaozhan/RepBERT-Index

10
https://github.com/jingtaozhan/DRhard

http://anserini.io/
https://github.com/Albert-Ma/PROP
https://github.com/Georgetown-IR-Lab/cedr
https://github.com/canjiali/PARADE
https://github.com/jingtaozhan/RepBERT-Index
https://github.com/jingtaozhan/DRhard
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Figure 3: Performance of BERT rankers learned with/without CET along with three different retrievers to sample negatives.
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Figure 4: Performance of BERTCET (left) and BERTRocketQA
(right) w.r.t their hyperparameters on MS MARCO dataset.

As shown in Fig. 4, we report MRR@10 of ANCE+BERTCET
and ANCE+BERTRocketQA with different choices for 𝜏 and 𝜂 on both

tasks of MS MARCO. We can see that the impact of 𝜏 is slight on the

performance of BERT rankers learned with CET, while the denois-

ing technique in RocketQA [13] is highly sensitive w.r.t its hyperpa-

rameters 𝜂 (e.g., the performance variance of ANCE+BERTRocketQA
is about 10 times larger than that of ANCE+BERTCET on the passage

ranking task). We suspect that it is because the value of 𝜂 directly

determines the extent of denoising. If it is set too large, false nega-

tives cannot be fully removed, and conversely, hard negatives would

be filtered at the same time. Both of cases would hurt rankers train-

ing. Especially, compared with the result in Table 1, we can find

that if 𝜂 is set unreasonably, the BERT ranker trained with the

denoising technique would be worse than that without denoising.

By comparison, CET is much stable and robust in performance.

6.5 Probing Analysis
To answer RQ4, we investigate how NRMs perform in distinguish-

ing hard negatives and false negatives during the training process.

Specifically, we select a query 𝑞 from the passage ranking task

of TREC DL Test set. Then, we take the selection model check-

point (Step 150k) to estimate𝑤𝑟 (𝑞, 𝑑𝑖 , 𝑑 𝑗 ) for the top-50 documents

retrieved by ANCE as 𝑑 𝑗 , paired with one of labeled relevant docu-

ments (ranked at position 51 by ANCE) as 𝑑𝑖 . We show the distri-

bution of the ground truth relevance and estimated𝑤𝑟 in Fig. 5.

With more complete labeled ground truth in the TREC DL test

set, we can see that 45 of the top-50 retrieval results by ANCE are

relevant documents for Query #168216. It further indicates that

there are riddled false negatives in the training set, where usually

one (at most four) passages are labeled as relevant. Besides, it shows

a negative correlation between the ground truth and estimated𝑤𝑟

for the top-50 documents. That is, during the coupled learning

process, the selection model would estimate lower 𝑤𝑟 if 𝑑 𝑗 is an

unlabeled relevant document. It implies that the relevance model

wr!"#$%&#!'

Legionnaires' disease is a severe, often lethal, form of pneumonia. 
It's caused by the bacterium Legionella pneumophila found in 
both potable and nonpotable water systems. Each year, an 
estimated 10,000 to 18,000 people are infected with the 
Legionella bacteria in the United States.

168216: does legionella pneumophila cause pneumonia

PATHOGENICITY/TOXICITY: L. pneumophila infection can cause 
Legionnaires' disease, a severe form of pneumonia, . The 
symptoms of Legionnaire's disease include confusion, headache, 
diarrhoea, abdominal pain, fever, chills, and myalgia as well as a 
non-productive cough….

Three days prior, he had sought treatment for a small perirectal 
abscess, which was managed with drainage and outpatient oral 
antibiotics. pneumophila with mixed flora was identified in a 
perirectal abscess (8) and in skin samples from a patient with 
lymphoma and cellulitis associated with pneumonia (9). 2) This 
infection spreads rapidly throughout the perineal and scrotal 
tissues and may begin in a perirectal abscess.

Query

   

 

Positive(ANCE50)

ANCE1

ANCE17

Figure 5: A case to show the ground truth relevance and es-
timated𝑤𝑟 of top-50 documents retrieved by ANCE.

learned with the IPW loss function (i.e., Eq. (20)) could relax the

penalty to false negatives. This intuitively displays how CET learns

to adaptively distinguish false negatives and hard negatives and

achieve bias correction learning.

7 CONCLUSION
In this work, we formulate the false negative issue in training

NRMs as learning from labeled datasets with pooling bias. To ad-

dress this problem, we follow the inverse propensity weighting

learning framework and propose a Coupled Estimation Technique.

CET learns both a relevance model and a selection model simulta-

neously with a coupled learning algorithm on the biased dataset.

During the training process, the ranking model could adaptively

distinguish hard negatives and false negatives with the selection

propensities estimated by the selection model and achieve bias cor-

rection learning. Empirical results on three retrieval benchmarks

show that NRMs learned with CET achieve significant gains on

ranking effectiveness against baseline methods. In the future, we

would like to extend this method to the listwise setting, where mul-

tiple negative samples are considered simultaneously to estimate

the bias weights. Moreover, we would also try to apply this method

in the first-stage retrieval to address the pooling bias problem.
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Table 5: The statistics of three datasets.

Datasets Task Train Dev Test Document

MS MARCO/TREC DL

passage ranking 502,939 6,980 43 8,841,823

document ranking 367,013 5,193 43 3,213,835

DuReader𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙 passage ranking 86,395 2000 - 8,096,665

Table 6: Recall performance of BM25 and ANCE on the MS
MARCO and TREC DL datasets.

Model Recall@1 Recall@50

BM25 0.1285 0.6635

DE 0.4025 0.9115
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