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ABSTRACT

An effective ranking model usually requires a large amount of
training data to learn the relevance between documents and queries.
User clicks are often used as training data since they can indicate
relevance and are cheap to collect, but they contain substantial bias
and noise. There has been some work on mitigating various types
of bias in simulated user clicks to train effective learning-to-rank
models based on multiple features. However, how to effectively use
such methods on large-scale pre-trained models with real-world
click data is unknown. To alleviate the data bias in the real world, we
incorporate heuristic-based features, refine the ranking objective,
add random negatives, and calibrate the propensity calculation
in the pre-training stage. Then we fine-tune several pre-trained
models and train an ensemble model to aggregate all the predictions
from various pre-trained models with human-annotation data in
the fine-tuning stage. Our approaches won 3rd place in the “Pre-
training for Web Search” task in WSDM Cup 2023 and are 22.6%
better than the 4th-ranked team.
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1 INTRODUCTION

It is essential to measure relevance effectively in various search-
related scenarios, such as web search and e-commerce search. Stan-
dard approaches usually use human-annotated relevance labels
as guidance to train a ranker. Although the relevance judgments
between query-document pairs have high quality, they require ex-
tensive manual efforts and huge costs. State-of-the-art rankers are
mainly based on pre-trained language models, which are of large
scale and data-hungry. Training such models with limited manual
relevance judgments may lead to sub-optimal performance. User
clicks could be alternative or supplementary to training such large
models since they are cheap to collect and can indicate relevance.

Click data is difficult to use effectively since it contains much
noise and various of bias, including position bias, selection bias,
trust bias, etc. Based on the large-scale search logs of a popular Chi-
nese web search engine, the WSDM Cup 2023 presents a challenge
to alleviate the bias in click data and use it for ranker training to
improve retrieval performance. One of the two tasks in the compe-
tition is the “Pre-training for Web Search” task. It aims to train a
BERT-style ranker with click data and the organizer also provide
a human-annotated dataset an unbiased data source that can fine-
tune the model. A hidden test set is used to evaluate each team’s
model performance at last. This task is a valuable foundation for
academic studies on learning an unbiased pre-trained model for
effective retrieval.

Existing studies on unbiased learning mainly focus on learning-
to-rank models, that typically learn an unbiased ranking function
of various types of features such as relevance, recency, quality, and
popularity using clicks as learning objectives. Semantic matching
signals are often included as features in such models so the under-
lying model cannot be trained in an end-to-end manner. It is not
clear whether existing unbiased learning methods can alleviate bias
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from click data and achieve good performance when training an
end-to-end ranker based on a much larger pre-trained model.

We investigate several representative unbiased learning meth-
ods in the task of pre-training for web search and find that their
benefit is not as large as in the learning-to-rank setting. We also ob-
serve that fine-tuning the BERT-style ranker with unbiased human-
annotated data will improve the performance a lot. To mitigate
multiple biases in the click data that harm model training and boost
retrieval quality, we adopt multiple strategies in our runs, which are
shown to be effective. Our solution has two stages: 1) pre-training
the model with the click data, and 2) fine-tuning and ensemble based
on the human-annotated data. In the first stage, we incorporate
heuristic-based features, refine the ranking objective, add random
negatives, and calibrate the propensity calculation. In the second
stage, we augment training samples by duplicating high-frequency
samples and learn an ensemble model using the predictions of our
multiple runs and heuristics as features. We won 3rd place in the
competition and our performance is 22.6% higher than the team
ranked 4th place.

2 DEBIASED PRE-TRAINING

In this section, we first describe the model architecture we use, and
then we introduce our learning objective and inverse propensity
weighting schemes.

2.1 Model Architecture

To leverage more matching signals, we include heuristic-based
features such as BM25 [3] and query likelihood with multiple
smoothing methods [6] in our model, which is as same as the
procedure describe in [5]. As shown in Figure 1, our model has a
wide and deep architecture that learns semantic matching using
deep neural networks and incorporates much more exact matching
features (e.g., TF, IDF, TF-IDF, BM25, DIR [6], etc.) with a shal-
low network. We adopt the well-known cross encoder, multi-layer
bidirectional Transformer encoder blocks [4] (Hidden State=768,
Attention Head=12, Layer=3 or 12), to encode the concatenated
query and document text. Then the vector of the [CLS] token in the
output of the encoder layers captures the interactions between the
query and document terms. We project the heuristic-based dense
features to hidden vectors and concatenate them with the embed-
ding of [CLS]. Then MLP layers are used to map the concatenated
vectors to a final score.

2.2 Model Training

We introduce the strategies we use in model training, including label
refinement and negative sample selection, and then we introduce
the two loss functions we use.

Label Refinement. We find that training an end-to-end ranker
based on the pre-trained model on the click data, whether with
or without unbiased learning, cannot outperform heuristic-based
features such as BM25. So, instead of using clicks as labels, we
obtain the learning targets by incorporating a well-performing
heuristic-based feature with the clicks according to Figure 2. In
Figure 2, c;; represents whether the jth document in the document
list given query g; is clicked, f;; is the corresponding feature value,
and finally, we perform a Softmax operation on all y;; to get yj; so
that all labels sum up to one.
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Negative Sample Selection. Only the top 10 documents are
recorded in the click logs while the evaluation data includes the top
30 and other documents ranked in the top 900 with an interval of 30
(e.g., 30,60,90,...,990). Since top results are usually relevant and user
clicks cannot cover all the relevant documents. Training a ranker
with the click data will inevitably lead to sub-optimal performance
on the test set. To let the model obtain the ability to discriminate
relevant documents from irrelevant ones, besides the non-clicked
documents in the top 10, we include random samples as negatives
during training as well.

Loss Function. As previous studies show that listwise ranking
loss has superior performance compared to pointwise and pairwise
training, we train our model with a listwise loss based on attention
allocation[1].

N K
) exp(xij)
Liistwise = — Wi s, o] W
istwise ;; Zszl exp(xik)

The simple list-wise loss function is shown in the Equation (1),
where N is the total number of queries, K is the length of the list,
that is, the number of documents containing user feedback that is
the longest saved in the click log. On this basis, since the documents
displayed to the user already have different degrees of relevance, in
order to make the model see more negative samples, we randomly
add a specified number of random negative samples with different
content of queries from the same training batch to the list, and
set its label to zero. In addition, considering the documents after
the last clicked one may not actually be observed by the user, we
replace these documents with random negative samples to alleviate
the false negative problem. To encourage the model learned with
the heuristic-click-based labels to outperform the original heuristic
features, we also tried to relax the listwise matching constraint to
pairwise so that the model has more freedom to behave differently
from the target label. We attempt to build the order and use the
pairwise loss function to optimize (see Section 3.1 for details). The
priority order between two documents is mainly constructed based
on the following relationships:

e Documents that are clicked are more relevant than docu-
ments that are not clicked.

e Documents with high feature values are more relevant than
documents with low values.

e Documents shown to users outperform random negative
samples.

Then the relative order can be obtained and we optimize the pre-
training model using this objective.

2.3 Inverse Propensity Weighting

Previous studies have shown the effectiveness of the Dual Learning
Algorithm (DLA) in the task of unbiased learning to rank. However,
we find that the propensity weights learned by DLA from the click
data are not decreasing from the first to the tenth position, which
is inconsistent with existing research. Also, since we conduct label
refinement and its impact on propensity learning is unknown, we
use static propensity calculated from click ratios for model training.
The output of model variants trained with DLA and click-ratio-
based propensities are used as features in the final ensemble model
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Figure 1: Model architecture.
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Figure 2: The generation of the label y;; of each document
in the corresponding list for each query g;.

(in Section 3.4). The two inverse propensity weighting mechanisms
are as follows:

e DLA. Using the dual learning algorithm, the propensity
model and the ranking model are jointly optimized. It is
worth mentioning that we fixed the propensity weight value
of addictive negative samples to 1, which is slightly different
from the original DLA.

e Click-ratio-based propensity. We use static inverse propen-
sity weights according to the click ratio on different ranking
positions of the whole training set in [7] as the following:

Cr
pwi=(—)%i=1,..,10. )
Cri

Here, a is used to control the relative size of propensity
weights and we fix it as 0.25. The fixed inverse propensity
weights are set to 1, 1.19, 1.44, 1.58, 1.89, 1.95, 2.12, 2.26, and
2.51 for the top-10 ranked documents.

3 FINE-TUNING

In this section, we describe the strategies we use in the fine-tuning
stage including efficient design of ranking loss, negative sample
selection, sample augmentation, and ensemble.

3.1 Ranking Loss

The document list under a query contains 5 classes: {bad, fair, good,
excellent, perfect}. The most common way to deal with multi-level
relevance labels is to transform them into positive and negative
classes, thus using a point-wise loss function. Essentially, the point-
wise method is to approximate the ranking problem to a regression

problem, but the ranking task does not pursue accurate scoring,
and relative scoring is acceptable. At the same time, the training
of the model will be dominated by queries with a large number
of labeled documents. Therefore, a pairwise method for modeling
the relative relationship between positive and negative samples is
needed. The pairwise method organizes a sample as < ¢, d*,d” >,
which means that d* is more relevant to q than d~.

N explad)
B Z [ exp(x}) +exp(x;)

i=1

Lpairwise = (3)

In order to improve the retrieval performance of the model, as
shown in Equation (4), we further introduce a certain number of
negative samples into the pair-wise loss function formula, so that
the model can better improve the relative score of positive samples.
T is the number of negative samples for each query plus 1, so a

sample becomes < ¢,d], d;, .., d;_l,d; >,
N +
exp(xl.)
L= ) [t (@
i=1 Zj exp(xij)

3.2 Training Labels

Since the expert annotation dataset contains multi-level labels,
we degenerate the 5 levels into two when using the pointwise
and pairwise loss function due to its simplicity. We think that if a
document is marked as "perfect” (label=4), "excellent" (label=3), or
"good" (label=2), then the document is a positive sample, otherwise,
the document is a negative sample. d* in Equations (3) and (4) is
sampled from all positive samples of a query, and d~ is selected
from its negative samples. We also tried to train the model with the
listwise loss according to Equation (1) but got no gain. It is worth
mentioning that probably we have not tuned the model sufficiently
and more fine-grained exploration of the multi-grade label and
more effective loss functions can be used to fine-tune in the future.

3.3 Sample Augmentation

Unlike click data in the search log, the cost of manual labeling is
high and thus may lead to a limited number of queries in the expert
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annotated dataset. Therefore, it is promising to explore practical
methods to enhance the effect of core samples in the fine-tuning
stage. The queries in the human annotation data are de-duplicated
and we find that there exist much more tail queries than head
queries in the provided dataset. The numbers of high, mid, and low-
frequency queries are 1092, 1820, and 1789 in the annotation dataset,
respectively. Table 1 illustrates the distribution of the relevance
labels for different frequency queries. In this paper, we consider
high-frequency queries as the core samples in this stage due to the
following reasons.

It is known that head queries are easier so long tail queries
are more important to differentiate the ability of a search engine.
Positive documents contribute to model training a lot since most
queries contain only a few perfect documents. We find that head
queries have more positive documents since there are more relevant
resources in the annotation set and previous user clicks can help
search engines rank documents for such queries. We train the model
more on the head queries to encourage the model to learn common
matching patterns sufficiently.

Table 1: Distribution of relevance labels.

Ratio of label
Grade  Label High Mid Low
Perfect 4 0.49% 0.15%  0.02%
Excellent 3 12.99% 8.00%  2.71%
Good 2 35.06% 31.32% 21.33%
Fair 1 15.96% 9.40% 5.16%
Bad 0 35.50% 51.13% 70.78%

Considering the above factors, we amplified the effect of the
high-frequency samples which is more important and accurately
annotated through duplicating these samples and feeding them
together with other samples during the fine-tuning stage. This
strategy enhances the performance significantly and we leave the
exploration of other augmentation strategies to the future.

3.4 Ensemble Strategy

A simple but effective way is adopted in the ensemble stage. Taking
the extracted features and the output scores of previous pre-trained
and fine-tuned models as input, we train a Gradient Boosting De-
cision Tree model using Light Gradient Boosting Machine (Light-
GBM) [2] in the validation set with LambdaRank objective, and the
process can be formulated as follows:

fr= arg;ninErL(hf(X)) ®)

The core hyper-parameters are num_leaves, max_depth, learn-
ing_rate, and num_iteration. We tried different combinations of
these parameters and we tuned the hyper-parameters on a small
proportion of the validation set, which is described in Section 4.
We tried normalization to the input but got no gain.

4 EXPERIMENTS

Considering that queries with fewer than 10 retrieved documents
may be too specific and not likely to have truly relevant results,
we filter out the query-document pair with no clicks and those
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queries with less than 10 candidate documents. We use the AdamW
optimizer. We use § = 2 and 7 = 0.1 in the stage of label refinement.
Our method is implemented in PaddlePaddle and we use the official
model for initialization. In the fine-tuning stage, the provided vali-
dation set (i.e. human-annotation set) is randomly divided into two
parts using the query-id, and we use 80% for training and 20% for
validating. We select the best model based on the performance of
the 20% validation set. Table 2 shows the top 5 teams and their final
scores in this task. Our solution got 9.83 for the online dcg@10 and
won 3rd place.

Table 2: Top 5 scores of the competition. Our team won 3rd
in the public score leaderboard.

Rank Team Name DCG@10
1 Tencent Search 12.16525
2 THUIR 10.04097
3 Cannot Retrieve 9.83148
4 Accepted 8.02173
5 DisTime 7.30951

5 CONCLUSION

In this paper, we detail our winning solution to the task of pre-
training for web search in WSDM Cup 2023. We use the Transformer
model as the backbone, with the combination of negative sample
augmentation and target modification in the pre-training stage. A
pairwise ranking loss, key sample augmentation, and ensemble
strategy are used in the fine-tuning stage. Our solution achieved
the DCG@10 score of 9.83148 and finally, we ranked 3rd on the
leaderboard.
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